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Introduction

This paper summarizes what we have learned about price stability sinc
C.D. Howe Institute and Bank of Canada conferences of 1996 and 191

The range of issues that a central bank must consider in its evolving
proach to price stability, and that these two conferences covered, is br
It includes setting targets for the behaviour of the price level, develop
techniques for forecasting and influencing the price level, reporting
explaining the bank’s actions, and establishing and maintaining credibil2

This seminar and this paper focus on the first of these issues—se
targets. Based on the current knowledge, what kind of targets for
behaviour of the price level would lead to a monetary policy that contribu
most to the economic welfare of Canadians?

When our current inflation target ends, the options that we face
(i) abandon formal targeting; (ii) reaffirm the existing target and forma

1. See Laidler (1997) and Bank of Canada (1998).
2. It also includes deciding whether to surrender monetary independence and becom
of a wider currency area, a theme that has recently attracted attention in the Can
context. While this issue is relevant to the main question addressed in this paper, I
interpreted my brief as examining monetary policy options within a system of flex
exchange rates and monetary policy independence.

* I thank, without implicating, David Laidler for comments on an earlier draft; Ti
Macklem for pointing me towards this topic; Allan Crawford and Tiff Macklem for pullin
together a small research library; William Gavin, Jennifer Smith, and Lars Svensso
helping me to understand and interpret their important work; Audra Bowlus for help w
some data; Jane McAndrew for library assistance; and Robin Bade for extensive comm
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commit to it for another term—either fixed or open-ended; (iii) move furth
in the direction of price stability and reaffirm the existing target inflati
rate, but formulated as a price-level target; or (iv) move even m
aggressively in the direction of price stability and commit to lower, possi
zero inflation, formulated as a price-level target.

My reading is that the current state of knowledge decisively reje
the first option. Targets work. They bring more stable prices, and they do
bring lower or less stable output. Furthermore, our advancing knowle
points clearly in the direction of the fourth option. The benefit-co
calculation has tilted significantly towards favouring a price-level target and
a low, and possibly zero, inflation rate (appropriately defined).

I reach this conclusion by surveying what we have learned from
recent literature in four areas: (i) the comparative performance of targe
and non-targeters; (ii) the tension between the pursuit of price stability
the attainment of output stability; (iii) the choice between aprice-leveltarget
and aninflation target; and (iv) the choice between low positive inflation a
zero inflation. I pursue each of these topics in the sections that follow.

In the final section, I return to the ranking of our options.

1 Lessons from Comparing Targeters and Non-Targeters

The pursuit of goals for the price level clearly does not require the adop
of formal quantitative targets. Germany and the United States are exam
of countries in which the central bank pursues a price-level objective,
without a formal target. But price-level objectives may be formalized
inflation targets or price-level targets. In today’s world, no nation h
adopted aprice-level target. But, Canada as well as several other countr
four of which (Australia, New Zealand, Sweden, and the United Kingdo
have much in common with Canada, have adopted formal inflation targ
So, what are the effects of targets?

The most natural way to approach this question is to compare ma
economic performance with and without targets, which is what two ma
studies have done.

The first and lengthiest is that of Bernanke, Laubach, Mishkin, a
Posen (1999), which studies inflation targeting in Australia, Canada, Is
New Zealand, Spain, Sweden, and the United Kingdom. In all cases
basic goals of inflation targeting are the same:

• to clearly state the goals of monetary policy

• to establish a framework of accountability
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• to lower the cost of lowering inflation by directly affecting inflatio
expectations

Targets appear to achieve the first two goals; however, it is
strongly evident in the work of Bernanke et al. that they achieve the th
Estimated vector autoregression (VAR) models of inflation and the ou
gap and estimates of sacrifice ratios in targeting and non-targeting coun
fail to reveal any strong and systematic effects of formal targets.

The other major study, Johnson (1999), has a narrower and sha
focus. It studies five targeters (Australia, Canada, New Zealand, Swe
and the United Kingdom) and six non-targeters (France, Germany, I
Japan, the Netherlands, and the United States) to determine wh
inflation targeting changes the expected inflation rate, uncertainty a
inflation, and inflation-forecast errors. The focus on inflation expectation
clever, because it gets at the issues that Bernanke et al. wanted to stud
does so in a more controlled manner. If targets significantly lower
expected inflation rate, they help to get the actual inflation rate down wi
smaller output gap. If targets lower the degree of inflation uncertainty, t
bring welfare gains of a hard-to-quantify type by improving resource a
cation. And if targets do not significantly increase forecasting errors, the
not increase the average absolute size of the output gap.

Using direct observations of inflation expectations (of professio
forecasters), Johnson finds that targeting significantly lowers the expe
inflation rate in all five targeting countries, most effectively in Australia a
New Zealand and least in Sweden. He finds no significant effect of targe
on uncertainty about inflation, except in New Zealand. And he finds
significant effect of targeting on absolute forecasting errors. Regardles
whether formal targets are adopted, all countries that lower their infla
rate experience an unexpected disinflation.

Based on Johnson’s work, we can say that inflation targeting d
appear to contribute to the task of achieving and maintaining lower inflat
and it works by influencing the expected inflation rate.3

The macroeconomic performance of the United States and Ja
superficially reinforces the lessons learned from the work that I have
reviewed. It is difficult to envision a central bank that takes its inflati
targets seriously, getting into either a deflationary hole as Japan has do
into the overheated condition in which the United States now appears to
These remarks are speculative and are not a substitute for the se

3. It is not clear whether targets have a pure announcement effect on inflation expect
or whether they work by gradually building credibility. David Laidler has pointed out
private correspondence) that while both effects are worth having, the latter benefit is th
that matters for a regime in which the extension of existing targets is the issue.
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research that is needed to compare macroeconomic performance with
without inflation targets. Further work that studies the performance of th
two major non-targeters will have a large payoff.

2 Price Stability and Output Stability

There has been a great advance in the clarity with which people now t
about the price-stability objective and its place in the broader picture
macroeconomic control. This advance has been gradual, but its pace
quickened during the past few years.

At the heart of the matter is the fundamental idea thatpolicy is a
process, not an event.4 This view stems from advances that began arou
30 years ago when economists started to envision macroeconomic obs
tions as the outcomes of choices made by rational agents operating thr
time in a stochastic world. In this new vision, the role of expectations a
the effect of policy on expectations assumed a central role in our models
in our understanding of how macroeconomic outcomes are generated
how they might be influenced.

The specific advances of the past few years are usefully describe
terms of four misconceptions about inflation targets that have b
dispelled. They are:

(i) Inflation targets are for “inflation nutters.”5

(ii) Inflation targets are alternative and inferior rules to others, like
Taylor interest rate rule, the McCallum money-base rule, or oth
based on monetary aggregates.

(iii) Inflation targets create a credibility problem because they conflict w
central bank discretion.

(iv) Inflation targets are incompatible with the persistent aggregate su
shocks that are a dominant source of aggregate fluctuations.

2.1 Are inflation targets for inflation nutters?

Concern over price stability and output stability stems from the same ide
more stable price level and more stable output enhance economic we
During the 1960s, it was presumed that a trade-off existed between p

4. I attribute this description of policy to Neil Wallace, who used these words at a con
ence on rational expectations held in Maine in 1979.
5. Mervyn King (1996) used this phrase when explaining what Bank of England infla
targeting does and does not mean.
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stability and output stability. Higher average output (and employment) co
be attained, it was believed, only at the cost of higher average inflation.6

With the new vision of the 1970s came the view of the outp
inflation trade-off. There is a natural output rate (that grows and fluctu
over time) and a natural unemployment rate (that fluctuates over time),
these “natural rates” are independent of the inflation rate. So there i
trade-off between output and inflationon the average. But there is a trade-
off between thevariability of output and inflation.7 Lower output variability
can be attained only at the cost of greater inflation variability. The po
problem is to design control mechanisms that make the output-infla
variability trade-off as favourable as possible, and to select the point on
trade-off that optimally balances the marginal gain in social welfare fr
lower output variability against the marginal cost in social welfare fro
greater price-level variability.

In the past, some economists thought that setting a target for
behaviour of the price level was in conflict with this optimal-control view
the policy problem. The idea seemed to be that a price-level target imp
placing a large weight on price stability and a low weight on output stabi
and, in effect, forcing an outcome at a corner of the available outp
inflation variability trade-off.

Today, economists of all shades realize that targeting the behavio
the price level is one of the tools available for influencing the outp
inflation variability trade-off, and that adopting formal targets carries no p
sumption as to the point on the variability trade-off that should be aimed

2.2 Are inflation targets inferior rules?

An inflation target is not a rule. It is an objective. Achieving that objective
universally agreed to be difficult. And reasonable people agree to diffe
the best methods of achieving it.

Among the reasons why hitting an inflation target is difficult is th
fact that the central bank’s instruments operate with long and uncertain
lags. For this reason, it is impossible to target the inflation rate direc
Instead, the central bank targets itsforecastsof the inflation rate and of the
output gap.

6. A few economists still cling to this view, and I will consider the evidence for and aga
it when I examine the case for a positive inflation target.
7. John Taylor (1979) is usually credited with the most forceful and uncontrover
statement of this, now standard, view.
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The central bank may use rules to influence the forecas
macroeconomic outcome. The Taylor interest rate rule or the McCal
money-base rule is a potentially viable method of achieving an inflat
target. So are other rules based on monetary aggregates or more compl
rules based on reading econometric models.

2.3 Do inflation targets conflict with discretion?

In the older literature, the rules versus discretion dichotomy addres
questions about the politics of central banking and the democratic accou
bility of the bank. A rule was a legislated constraint on the bank—typica
to maintain convertibility of its liabilities into gold. Discretion mean
leaving the bank to do what it thought best in the circumstances.

In the modern literature, which begins with Kydland and Presc
(1977), rules mean doing the time-inconsistent but optimal thing,
discretion means optimizing each period (and being time-consistent)
possibly, achieving a suboptimal outcome.

Inflation targets are an attempt to solve the older problem
discretion, but not the modern version of that problem. Requiring the cen
bank to pursue an inflation target is equivalent to telling it the nature of
loss function it must seek to minimize. But the adoption of a target s
leaves the bank free to optimize each period under discretion (to be
consistently). This combination of an inflation target and freedom
the central bank to pursue the target in whatever way seems best is
Lars Svensson (1999a) has called “constrained discretion.”

Constrained discretion appears to be a good description of
targets actually work. Central banks that have adopted targets have cl
not abandoned discretion. To achieve their inflation targets, these ce
banks exercise judgment based on reading a wide range of formal
informal models. But the discretion of the central bank is differentwith
targets than without them. Stanley Fischer (2000) explains the matter th

The inflation targeting approach helps clarify the rules versus
discretion debate. Inflation targeting works by setting out very
clear goals of monetary policy and the framework for im-
plementing it. The framework describes who has what
responsibilities, and what accountability and how much
transparency there should be. But it leaves to the central bank,
to the experts, to actually hit the target, using the instruments
the framework permits it to use.
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This notion of constrained discretion—of leaving the
discretion about how to deploy instruments (instrument
independence) to the central bank, while withholding from it
the discretion about the goals of policy and the framework in
which it is to be made—resolves, in a way that could not have
been resolved 30 years ago, what it is that we want central
banks to do. It resolves how to combine rules (and what the
rules should be about) with the central bank’s discretion in the
operation of policy.

2.4 Are inflation targets incompatible with
persistent aggregate supply shocks?

Persistent aggregate supply shocks are an important part of the m
economic landscape. They came to prominence with the oil price shock
the 1970s and 1980s and the productivity slowdown of that period. T
came into mainstream macroeconomic models with the development of
business-cycle theory in the 1980s. And today, they are a routine part o
way of thinking about the supply side of the economy.

A negative supply shock produces stagflation. An inflation target t
causes aggregate demand to decrease in the face of a negative supply
brings an even deeper cut in output than the supply shock alone would
created. On the other side, a positive productivity shock brings rising ou
and a falling inflation rate. Stimulation to keep inflation on track mak
output boom even more, so that targeting the inflation rate in the fac
supply shocks exacerbates output fluctuations.

All wrong! With inflation targeting in a broader framework of macro
economic stabilization, a decrease in aggregate supply that comes fr
negative aggregate supply shock is partly accommodated. And becaus
shock persists, the accommodation persists. The extent to which a su
shock is accommodated depends on the relative weights placed on
stability and output stability in the central bank’s preferences.

There is a supply-shock problem, however. Some supply shocks
the response to technological change and are efficient. Others are
response to interventions and distortions and are inefficient. In princi
efficient supply shocks should be ignored and inefficient ones smoothe
practice, we have no good method for decomposing supply shocks
efficient and inefficient components. So we do not have good ways
deciding the most appropriate way to respond to one.

But this problem is present in all economies. And the adoption of
inflation target does not change the nature of this problem or make it
more difficult to deal with.
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To make the ideas that we have just reviewed more concrete, it
be useful to illustrate them in the context of an explicit model.

2.5 A formal illustration of inflation targeting

Lars Svensson has developed a simple macroeconomic model that s
how inflation targeting works.8 The output gap as a proportion of potenti
GDP,y, is generated by the short-run aggregate supply function:

. (1)

Here, is the output gap in the previous period, and is
degree of persistence in the gap. The inflation rate is , and the rati
expectation of the inflation rate conditional on information at the end of
preceding period is . The parameter is the strength of the resp
of output to an inflation (or price-level) surprise. A supply shock, , hits
economy each period. This shock is i.i.d. with a zero mean and variance

The central bank has an inflation target, , and dislikes deviati
of the actual inflation rate from . But the bank also dislikes output ga
To formalize this description of the bank’s objectives, write the bank’s l
function as:

. (2)

In each period, the bank’s “loss” is determined by the square of
deviation of the output gap from zero and of the inflation rate from its targ
The weight placed on the output gap relative to the weight placed on mis
the inflation target is . The bank is concerned not only with the curre
period, but also with the entire future performance of output and inflati
And it discounts the future with discount factor .

There is no commitment technology, and the central bank use
discretion each period to minimizeL in equation (2), subject to the
constraint that equation (1) imposes. In the formal story, the central b
controls the inflation rate directly. This assumption is made
convenience.9

8. The model presented here is that of Svensson (1999b), as simplified by Dittmar, G
and Kydland (1999a).
9. We can add intermediate instruments and equations to describe their links with o
and inflation, or we can think of the inflation rate as being the sum of the central ba
forecast of inflation, which it controls, and a zero mean, i.i.d. control error.

yt ρyt 1– α πt Et 1– πt–( ) εt+ +=

yt 1– ρ <1( )
πt

Et 1– πt α
ε

σ2

π∗
π∗

Lt Et βτ t– λyτ
2 πτ π∗–( )2

+ 
 

τ t=

∞

∑=

λ

β <1( )
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The solution to the central bank’s problem is a decision rule t
allocates the current period supply shock between the inflation rate an
output gap. It is convenient to write this solution as:

, (3)

where  is chosen optimally by the central bank.

With this decision rule, the inflation rate and the output gap are:

, (4)

, (5)

and the variability of inflation and the output gap, measured by their unc
ditional variances, are:

(6)

. (7)

The parameter depends on all of the parameters and varies
systematic way with . A central bank that places no weight on outp

, sets equal to 0, so that it stabilizes the inflation rate at , a
lets the output gap follow the path with unconditional varianc

.

A central bank that places a large weight on output, , sets
so that the output gap follows the path with zero unco

ditional variance.

The trade-off between output and inflation variability depends on
and on and . These parameter values depend on the length o
interval indexed by . Fort = one quarter, reasonable values for th
parameters areρ = 0.9 andα = 0.5. Figure 1 shows the output-inflatio
variability trade-off with the variance of the one-period aggregate sup
shock normalized at unity.

With these values forρ andα, settingb equal to 2/3 gives inflation
and the output gap equal variances at 2.34 times the variance of the
period supply shock. Settingb = 2 = 1/α stabilizes the output gap at zer
and makes the inflation rate highly variable around its target value ofπ*.
Settingb = 0, an “inflation nutter” central bank stabilizes the inflation ra

πt π∗ b
1 αb–
----------------yt–=

b

πt π∗ b
1 αb–
----------------ρyt 1–– bεt–=

yt ρyt 1– 1 αb–( )εt+=

σπ
2 b

2

1 ρ2
–

--------------σ2
=

σy
2 1 αb–( )2

1 ρ2
–

-----------------------σ2
=

b
λ

λ 0=( ) b π∗
ρyt 1– εt+

1/ 1 ρ2–( )σ2

λ λ∗=
b 1/α= ρyt 1–

b
α ρ,, σ

t
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Figure 1
The output-inflation variability trade-off
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at its target at the expense of output variability of around five times
variance of the one-period supply shock.

We’ve seen that inflation targeting is a broad framework for pursu
macroeconomic stability that does not preclude placing a large weigh
output stability, permits any of the many proposed techniques of mone
control to be used, constrains the central bank to pursue a well-defi
objective, yet leaves the bank to use its expertise and discretion to
achieve its goals, and pays due regard to and partly accommodates pers
aggregate supply shocks.

3 The Price Level vs. the Inflation Rate

So far, we have thought about price stability in terms of an explicit inflat
target. I now turn to the following question: Does it matter whether
price-stability objective is formulated as a targetprice-levelpath or a target
inflation rate? This choice doesnot involve different average inflation rates
Rather, it is a choice between a random walk and a deterministic trend
the price level’s central target path.

Figure 2 illustrates and contrasts these two possibilities. A price-le
target (part “a”) specifies a path for the (logarithm of the) price level an
range around that path. An inflation target (part “b”) specifies a path for
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Figure 2
Price level vs. inflation target
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a. Price-level target

Inflation target with inflation
rate = 2 per cent a year and a
1 percentage point spread on
the inflation rate range.
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inflation rate and a range around that path. It implies a price-level path
a range that is described by an ever-widening cone.

Interestingly, while the choice between these two ways of formu
ting the price-stability objective was on the agenda at the two conferen
that mark the origin for our current discussions, it was not central to th
With an important exception that I will detail below, it was taken for grant
that the question had been settled at an earlier Bank of Canada confere
1993. (See Bank of Canada 1994.)

At the 1993 conference, Scarth (1994, 90) had formulated
question thus: “Can a once-and-for-all devaluation be a ‘good’ thing? If
answer is ‘Yes,’ . . . the desirability of . . . price stability is fundamenta
threatened.” He went on to show that in the deterministic overlapp
generations economy that he studied, a once-and-for-all devaluatio
welfare-improving. Hence, price stability is undesirable.

Scarth’s conclusion, although derived in an entirely different mann
was consistent with the then conventional wisdom, which Svens
summarizes as the view “that the choice between price-level targeting
inflation targeting involves a trade-off between low-frequency price-le
variability on one hand and high-frequency inflation and output variabi
on the other.”10 The intuition behind the conventional wisdom was th
“under price-level targeting, higher-than-average inflation must
succeeded by lower-than-average inflation, [hence] higher infla
variability . . . [and] via nominal rigidities, . . . higher output variability.
(See Svensson 1999b, 278.)

This view arose from simulations of small macroeconomic mod
reported by, among others, Lebow, Roberts, and Stockton (1992)
Haldane and Salmon (1995). In all of the cases in which price-level targe
increases output variability, inflation expectations are backward-looking
pay no attention to the monetary policy actually being pursued.

Fillion and Tetlow (1994) challenged the intuition behind th
conventional view but did not destroy the nominal-real trade-off view.
their small stochastic model, with a combination of forward-looking ratio
expectations and backward-looking expectations, simulation results sho
that stabilizing the price levellowersthe variability of inflation butincreases
the variability of output (see Fillion and Tetlow 1994, 153). Laxto
Ricketts, and Rose (1994) obtained a similar result.

10. Svensson (1999b, 278). Also consult Svensson for the references to the literatu
is the source of what he calls the conventional wisdom.
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The new intuition became that with price-level targeting, an incre
in the inflation rate would be seen as temporary, so price-level targe
would not lead to as large an increase in the expected inflation rate,
inflation variability would be lowered.11 But output variability would
increase, because the policy response to supply shocks that cause the
level to rise would decrease aggregate demand. To the extent that e
tations are backward-looking, this policy response would lower output
even more than the first-round supply-side decrease.

This is the state of knowledge as summarized insightfully by Pie
Duguay (1994) just after the 1993 conference.

Ideas began to change during the mid-1990s with an important p
by Lars Svensson (1999b) that challenged the trade-off view. Sven
showed that with endogenous policy choice and rational expectations, p
level targeting delivers lower price-level and inflation variability than do
inflation targeting. But, price-level targeting delivers identical outp
variability to inflation targeting. So, there is a “free lunch.” Dittmar an
Gavin (2000) and Vestin (2000) have shown that Svensson’s free-lu
result can be derived in models that have either a classical or a Keyne
micro-foundation.

To make the source of the free lunch as clear as possible, we
follow Svensson and work with the same model that we’ve just examin
We replace the inflation rate and the expected inflation rate with
following price level and the expected price-level identities:

, (8)

. (9)

Here,p is the logarithm of the price level. The inflation rate is defined
equation (8) and the expected inflation rate is defined by equation (9).

When these definitions are used, the aggregate supply equatio
becomes:

. (10)

Although it is written in terms of the price level, this equation is exactly t
same as equation (1).

The central bank’s target for the price level is an
the bank now cares about deviations of the actual price level from this ta
So the loss function becomes:

11. Laidler and Robson (1994) gave an early account of a special case of this new intu

pt pt 1– πt+≡

Et 1– pt 1– Et 1– πt+≡

yt ρyt 1– α pt Et 1– pt–( ) εt+ +=

pt
* pt 1–

* π∗,+=
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Again, p replacesπ, and replacesπ*. But equation (11) isnot
identical to equation (2). In equation (2), the bank is concerned only if
inflation rate misses its target. In equation (11), the bank is concerned
misses its price-level target, which is the same as being concerned abo
accumulated inflation miss.

For inflation targeting, the problem is to minimize equation (2), subjec
equation (1). For price-level targeting, the problem is to minimi
equation (11), subject to equation (10). Notice thatπ enters the first problem
in exactly the same way thatp enters the second problem. And notice th
the y enters both problems identically. So, when we solve the price-le
targeting problem, we get the same solution forp that we get forπ when we
solve the inflation-targeting problem. And we get the same solution fory in
both problems.

Theprice level now follows the path:

, (12)

and its variability is described by:

, (13)

which is the same as the variance of the inflation rate under an inflation
target.

The inflation rate now responds to thechangein the output gap as
follows:

, (14)

and the variability of inflation, measured by the unconditional variance
the inflation rate, is:

. (15)

Comparing the variability of inflation under the two alternative targeti
regimes, we can see that price-level targeting delivers a lower infla
variability if ρ > 0.5.

Lt Et
βτ t– λyτ

2
pτ pτ

*–( )
2

+ 
 

τ 1=

∞

∑=

pτ
*

pt pt
* b

1 αb–
----------------ρyt 1–– bεt–=

σp
2 b

2

1 ρ2
–

--------------σ2
=

πt π∗ b
1 αb–
----------------ρ yt 1– yt 2––( )– b εt εt 1––( )–=

σπ
2 2b

2

1 ρ+( )
-----------------σ2
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Figure 3
The free lunch from a price-level target
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For the likely value ofρ = 0.9, the variance of the inflation rate is fiv
times as large when the inflation rate is targeted as it is when the price
is targeted at a given variance of the output gap. Figure 3 shows the
variability trade-offs and the free lunch from a price-level target.12

Svensson’s work raises two questions. First, what is the source o
free lunch? And second, can we expect the outcome that we generate i
model economy to be relevant to our actual economy?

The source of the gain is easy to see. Under inflation targeting,
decision rule makes the inflation rate respond to the output gap. So
variance of the inflation rate is proportional to the variance of the output g
Under price-level targeting, theprice levelresponds to the output gap, so th
inflation rate responds to thechange in the output gap. With enough
persistence in the supply shock (ρ > 0.5), the variance of the change in th
output gap is smaller than the variance of the output gap.

Does the free-lunch result apply to our actual economy? This typ
question is always delicate, and credibility is crucial to the answer. I ret
to the issue of credibility after reviewing the work that is favourable to

12. There are some technical issues concerning the existence of equilibrium an
equilibrium concept employed in the work of Svensson, and Dittmar and Gavin. I dis
some of these issues in the Appendix.



238 Parkin

y on

son
ets
ry
rises
with
the
ows
83)

on-
tting

rd’s
omy.
the
the

ear,
d the

ri-
of

ant
tion

of
nce.
hen
f the

he
t
in
dom

both
flect

ce-
dard
price-level target. Four groups of papers make me think that we can rel
the free-lunch result.

First, the result is robust to changes in assumptions. Svens
(1999b) shows that it holds for situations in which the central bank targ
the inflation rate or price level indirectly via the control of a moneta
aggregate or other instruments. Dittmar and Gavin (2000) show that it a
when the aggregate-supply equation has the new-Keynesian form
current expectations of future inflation rates (price levels) entering
aggregate-supply function via a wage-contract effect. Vestin (2000) sh
that it arises if the aggregate-supply function incorporates Calvo (19
price setting. Interestingly, in these forward-looking, price-setting envir
ments, there is enough persistence in the supply side from the price-se
process for the free-lunch result to hold, even whenρ is less than 0.5.

Second, the free-lunch result holds in the Federal Reserve Boa
large-scale, open-economy, macroeconometric model of the U.S. econ
John Williams (1999) studies a class of interest rate rules in which
interest rate responds to targets for the interest rate itself, inflation, and
output gap. Four definitions of the inflation target—one-quarter, one-y
and three-year inflation rates, and the price level—are compared, an
relative weights on inflation and the output gap (λ in the above simple
models) are varied to generate variability frontiers. In Williams’ expe
ments, the three-year inflation definition wins over the entire range
possible weights for output and inflation. But, over the empirically relev
range, price-level targeting performs almost as well as three-year infla
targeting and better than one-year inflation targeting.

Third, a version of the free-lunch result showed up in the work
Black, Macklem, and Rose (1998), presented at the Bank’s 1997 confere
This paper reports the results of simulations with a small stochastic w
boththe inflation rate and the price level are targeted. The rule used is o
form:

. (16)

With τ = 0, this rule targets only the inflation rate. Points on t
inflation variability-output variability frontier are derived for differen
values ofτ and compared with the zeroτ case. The experiments are run
two stages. First, expectations are constant and the conventional-wis
result is generated: targeting the price level increases the variability of
the inflation rate and the output gap. Second, expectations adjust to re
the policy being used and the free-lunch result is generated.

Fourth, the historical evidence from the only instance in which pri
level targeting was practised is positive. The Riksbank left the gold stan

interest rate =… θ π π∗–( ) τ p p∗–( )+ +
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and began targeting the consumer price index (CPI) (reset at 100
September 1931.13 The experiment ran until April 1937, when it wa
abandoned for an exchange rate objective. During the 67 months of
targeting, the index rose to a peak of 101.5 in 1932, fell to a trough of 98.
1933, and then steadily increased to 104 when the policy was en
Sweden had one of the least severe recessions through these yea
outcome that has been attributed to its decision to leave the gold stan
and avoid a serious fall in the price level (Bernanke 1995).

In his discussion of the Black et al. paper, Gregor Smith (1998) s
that the idea that price-level targeting improves performance is specula
and claims “there is considerable historical experience with price-le
targeting” that casts the approach in an unfavourable light. The experi
that Smith had in mind is the gold standard, and he provided data from
United Kingdom’s infamous 1920s episode to “prove” his point that pric
level targeting is highly destabilizing.

I think it is clear that Gregor Smith’s example is inappropriate a
that the episode in monetary history to which he refers provides an exam
of what happens when the price level isnot targeted. It bears repeating tha
Sweden had to abandon the gold standard to pursue its price-level targ
and it is widely agreed that itsreal economic performance during the 1930
was among the best precisely because of this policy regime.

I have noted that credibility is the key to making price-level targeti
work. If expectations are backward-looking, output can become m
variable under a price-level target than under an inflation target. So
crucial is credibility?

Barnett and Engineer (2001) address this question at some le
analytically. And Maclean and Pioro (2001) address it empirically in
context of the Bank of Canada’s Quarterly Projection Model. Barnett
Engineer show that under discretion, price-level targeting is a good
when expectations are either forward-looking or indirectly forward-looki
through output persistence.14 Maclean and Pioro perform a large number
simulations and show that, provided some credibility is present, far fr

13. See Fisher (1934), Jonung (1979), Black and Gavin (1990), Berg and Jonung (1
and Dittmar, Gavin, and Kydland (1999b).
14. They also show that, under commitment, price-level targeting is a good idea whe
Bank can target current variables, and expectations are directly forward-look
Otherwise, some version of inflation targeting is optimal where the amount of price-l
drift is related to the weight on expectations that are not forward-looking. I am assum
that discretionary outcomes are the only feasible ones under current circumstances
am ignoring infeasible outcomes that require commitment.
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complete credibility is required to achieve the free-lunch result. This emp
cal finding is broadly in line with the analytical results.

It is worth emphasizing that to achieve the free lunch, output sho
have an autocorrelation greater than one-half, which it does, and the ce
bank should use its discretion to transparently pursue its declared price
and output-gap objective so that forward-looking expectations respon
the bank’s actual policy.

4 Zero vs. a Positive Inflation

Targeting the price level carries no implication for the slope of the tar
path. Should that slope be positive or should it be zero? Serge Coulo
(1998) cogently and elegantly argued at the Bank’s 1997 conference bot
a price-level target and for stable prices. In an analysis that focuses o
intertemporal allocation and the role of inflation in distorting intertempo
price signals, he concluded, “A regime with price-level stability is clea
superior from a theoretical standpoint.”

The state of knowledge on the benefits of zero inflation has
changed much since the last conference. Everyone agrees that the gai
hard to measure. Some, like Coulombe, believe that those gains are
nonetheless. Others are skeptical and regard the absence of clearly me
large gains as a sign that they are probably not present. But, even the
skeptical would not claim that inflation is, per se, a good thing. Rather, th
who caution against price-level stability assert that the costs of attainin
are too large.

Major advances in our knowledge have come on the cost side of
calculation. There are three reasons why a positive inflation might
preferred to zero inflation:

(i) The measured inflation rate overstates the true inflation rate, an
constant true price level with a rising measured price level is
appropriate target.

(ii) Inflation lubricates the labour market and makes it work mo
efficiently.

(iii) Nominal interest rates have a zero lower bound, and targeting a st
price level will conflict with the zero lower bound too often and lea
monetary policy unable to speed the end of a recession.

4.1 Measurement bias

The first reason for aiming at a positive inflation rate is easily disposed o
the basis of what we knew at the time of the last Bank of Canada confere
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Measurement bias in the Canadian CPI is estimated at +0.5 per cent a
(Crawford, Fillion, and Laflèche 1998). This estimate excludes poss
downward bias from increases in user fees on government-supplied g
and services that are excluded from the CPI.

So, if measurement bias were the only reason to contempla
positive target inflation rate, the target rate for the currently measured
would be 0.5 per cent a year.

But, it would be a relatively simple matter to direct Statistics Cana
to construct a “value of money” index (VMI) that equals the CPI scaled b
for the best available estimate of the upward measurement bias. The
might also usefully exclude high-frequency components of the C
(provided these components have a zero mean over a reasonably
period). And it might omit interest-sensitive prices, as the New Zeala
CPIX and the U.K. RPIX index do. It might also exclude the first-rou
effects of indirect taxes to get to the “core,” as the targeted Canadian in
does. The VMI might also be computed as a longer-term moving ave
than the CPI. The base value of the index would be 100.

A constant VMI with a range for acceptable deviations would be
price-stability target.

4.2 Labour market lubricant

Important work has been done since the last Bank of Canada conferenc
casts new light on the labour market lubricant view of inflation. And th
work must be carefully evaluated.

The labour market lubricant belief is based on the presumption
money-wage rates are downwardly rigid. Consequently, if a decrease
real-wage rate requires a cut in amoney-wage rate, that real-wage decrea
does not occur. The market for the class of labour in question fails to c
resources are misallocated, and the unemployment rate increases.

Conventional wisdom holds that this problem can be avoided
maintaining inflation at a rate that is sufficiently high to ensure that alm
all of the required real-wage rate decreases can be accomplished with a
change in the nominal-wage rate accompanied by positive changes in
money-wage rates.

The efficient lubricant idea came back into prominence in the m
1990s with the work of Akerlof, Dickens, and Perry (1996) and For
(1996). Each claimed that strong evidence shifted the lubricant idea f
belief status to solid fact. Fortin’s famous histogram with its huge spike
zero money-wage change was variously interpreted but was widely he
support the lubricant view.
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This issue was a major one in the Bank’s conference of 1997 as
in this seminar. It can be addressed most effectively in two stages. F
what is the evidence from wage data on the existence of downward nom
wage rigidity? Does the phenomenon exist? Second, if it does exist, wha
its consequences? Does it lead to a permanent trade-off between real a
(output and unemployment) and inflation? Good work has been done
both issues that I will review it in the following section.

4.2.1 Does downward nominal-wage rigidity exist?

Crawford and Harrison (1998) provided a careful and comprehensive su
of several Canadian data sets and found two reasons to suspect that m
wage rates are downwardly rigid: (i) the percentage of wage free
increased during the low-inflation 1992–96 period; and (ii) the percentag
wage cuts is small. Using a hazard model, they estimated an upper boun
the effect of nominal rigidity. That estimate is that the proportion of nomin
wage freezes increases by between 10 per cent and 15 per cent whe
inflation rate falls from 6 per cent to 2 per cent.

They also found three facts that point towards flexibility: (i) th
wage-change distribution becomes more negatively skewed at low infla
rates; (ii) although the percentage of wage cuts is small, that percen
increasedduring the 1992–96 low-inflation period; and (iii) wage freez
occur at all (observed) inflation rates, not only at low ones.

Crawford and Harrison, and their discussant, Bowlus (1998), w
careful to point out the limitations of the data sets available and the nee
use multiple ones to provide the best available view of the behaviou
wages.

A recent paper by Jennifer Smith (2000), casts a new light on mon
wage rigidity and adds significantly to our understanding of this issue. Sm
works with a rich U.K. data set that enables her to control for three poten
contributors to the appearance of nominal rigidity where none is pres
They are: (i) measurement error; (ii) rounding error; and (iii) long-te
contracts.

The data used are from the British Household Panel Study (BHP
which interviewed around 10,000 individuals each year during 1991 thro
1996; interviewees are restricted to employed individuals who remaine
the same job from one year to the next—“job stayers.” The data incl
overtime and bonuses, and the wage definition is usual gross weekly
Histograms of the raw data15contain a large spike at zero, like the Canadi
distributions presented in Crawford and Harrison, and Fortin. And the s

15. Figure 1, p. C181.
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is larger, the lower the mean of the wage-change distribution, bu
unrelated to the average inflation rate. In the full, five-year sample, 9
cent of money wages are rigid, but 23 per cent of individuals experien
money-wage decrease.

The inclusion of overtime and bonuses raises the immed
suspicion that they are the sources of the flexibility in the data. Fortuna
people report when they receive these components of pay, so their pre
can be controlled for. Surprisingly, perhaps, the sub-sample that ha
overtime or bonuses behaves exactly like the full sample.

To estimate the effect of measurement error, Smith (2000) uses
fact, unique to the BHPS, that interviewees are given a chance to check
payslips when reporting their pay. In the “payslip-not-seen” sub-sam
25 per cent report pay cuts and 10 per cent report rigid pay. In the “pay
seen” sub-sample, 18 per cent report cuts and 6 per cent report rigid pa
assuming (reasonably) that payslip-seen responses are measured w
error and payslip-not-seen responses are measured with error, measur
error exaggerates rigidity. This finding is contrary to theassumptionof
Akerlof, Dickens, and Perry, who claim that measurement error in pa
data contributes to the appearance of greater flexibility than is truly pres

To estimate the effect of rounding error, Smith examines the raw
data to determine for each report, whether it is rounded to the nearest £
to £1,000. Apparent rigidity due to rounding is not large, but correcting
this bias alone decreases the zero spike to 9 per cent.

To study the effects of long-term contracts, Smith looks at the det
of the intervals in months between interviews. Interviews are conducte
intervals that range from 3 to 19 months. She finds that zero wage chan
largest at 12.5 per cent for those interviewed 9 months or less after
previous interview. For 10-, 11-, and 12-month intervals, the percent
with zero wage change is roughly constant at 8 per cent. And ab
14 months, the zero-change bin falls to 4 per cent. Overall, Smith estim
that interactions between contract length and interview frequency acc
for about 50 per cent of the apparent rigidity.

Bringing these three sources of explanation for zero reported w
change together, measurement error accounts for 40 per cent of app
rigidity, rounding for 15 per cent, and long-term contracts for 50 per ce
Smith notes that if the three sources of zero change were independent,
would be less than zero per cent at a zero change!

Because the sources of zero-change reporting are not indepen
they actually account for 90 per cent of recorded rigidity. With 10 per c
reporting a zero wage change, just 1 per cent of people who remain in
same job truly receive the same money wage for two successive years.
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How confidently can we generalize from Smith’s results to oth
countries and, in particular, to Canada? We would be much better off if
had a Canadian survey with the features of the BHPS that would enable
check the sources of reported rigidity. But, in areas where the U.K. su
and Canadian and U.S. surveys provide comparable information, the
remarkable similarity across the economies.

First, there is similarity in the raw data of the BHPS and the avera
in the PSID data used by Kahn (1997); Lebow, Stockton, and Wascher (19
and McLaughlin (1994); the PSID and CPS data used by Card and Hyslop (1
the Canadian sources used by Crawford and Harrison (1998); and the LM
data reported by Bowlus16 (1998). Ignoring the large union data of Fortin
zero wage-change ranges from 7 per cent in several PSID studies to 1
cent in the CPS data, with the Canadian LMAS inside this range at 8
cent. Negative wage changes range from 10 per cent in the Canadian
to 25 per cent in the Canadian LMAS. Table 1 summarizes the raw data

Second, in the only other study that has proposed corrections to
zero percentage (Card and Hyslop 1997), the corrections are remark
similar to those suggested by Smith (2000). Using reasonable assump
about the wage distribution and rounding, they estimate that 4 percen
points of the zero changes result from rounding. This percentag
remarkably close to Smith’s 4.5 percentage points. Making further (
sensible) assumptions, Card and Hyslop estimate that long-term cont
account for about one-half of the zero changes. This number is virtually
same as Smith’s for the BHPS data. The BHPS data alone perm
correction for reporting error, so we have nothing in the other data
against which to check Smith’s estimate of the scale of this correction, b
is the smallest of her three corrections.

Table 2 summarizes the corrections to the percentage rigid sugge
by Card and Hyslop, and Smith. While we cannot say that these correc
apply to the other data sets, it is interesting to note the similarity between
corrections proposed for the PSID and BHPS in these two studies an
note the similar starting points in the raw data across all the data sets.

We cannot conclude with anything approaching certainty t
downward nominal-wage rigidity is absent from our labour markets, but
can say that three sources of apparent rigidity have not been prop
controlled for in the Canadian (and some U.S.) work. And we can say
when these factors are controlled for in an otherwise similar data
nominal rigidity effectively disappears.

16. The percentage rigid is not reported in Bowlus (1998). Audra Bowlus kindly provi
me with the percentage for job stayers shown in the table. She also provided the perce
for job changers, which is 10.3.
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Table 1
Summary of data on downward nominal-wage rigidity

Source Data
Decrease

(percentage)
Rigid

(percentage)

Fortin (1996) Canada: Labour contracts without COLAs, 1986–88 Negligible —
Fortin (1996) Canada: Labour contracts without COLAs, 1992–94 6 47
Crawford and Harrison (1998) Canada: Union settlements (>500 workers), 1992–96 Negligible 33
Crawford and Harrison (1998) Canada: SLID, 1993 10 —
Crawford and Harrison (1998) Canada: Sobeco Ernst and Young Survey, 1989–96 9–20 —
Bowlus (1998) Canada: LMASa, 1986–87 25 8

Lebow et al. (1995) United States: PSIDb, 1971–88 — 8
Kahn (1997) United States: PSIDb, 1971–88 18 7
McLaughlin (1994) United States: PSIDb, 1976–86 17 7
Card and Hyslop (1997) United States: PSIDb, 1976–79 — 7
Card and Hyslop (1997) United States: PSIDb, 1985–88 — 10
Card and Hyslop (1997) United States: CPS, 1979–93 17 14

Smith, J. (2000) United Kingdom: BHPSc, 1991–96 23 9

— not reported.
a Canada, LMAS is for job stayers.
b U.S. PSID studies all use job stayers, and wages include bonuses and overtime.
c U.K. BHPS is for job stayers and is normal weekly income, including bonuses and overtime.
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Table 2
Correcting the zero spike

Study and data set
Average others*

(percentage)

Card-Hyslop
CPS

(percentage)

Card-Hyslop
PSID

(percentage)

Smith
BHPS

(percentage)

Raw data 7.6 14.1 8.3 9.0
After rounding-error

correction
— 10.1 4.3 4.5

After contract-length
correction

— — 3.6 5.6

After reporting-error
correction

— — — 7.5

After all corrections — — — 1.0

* Bowlus (LMAS) 8.0, McLaughlin (PSID) 7.0, Lebow et al. (PSID) 8.0, Kahn (PSID) 7.5.
If the above conclusion is correct, the second question concerning
effects of downward rigidity on the trade-off between real activity (outp
and unemployment) and inflation does not arise. But some obser
including Farès and Lemieux (2001), read this literature differently a
conclude that the data do show downward nominal-wage rigidity. Beca
there is a lack of agreement on this matter, the second question mu
addressed.

4.2.2 Is there a long-run trade-off between inflation and output?

Audra Bowlus (1998) notes that even if it were demonstrated conclusi
that money-wage rates are downwardly rigid, without a structural mode
the labour market, this observation on its own would tell us nothing ab
the effects of inflation on employment, unemployment, and the speed
which the labour market reallocates resources in the face of differen
shocks. While less complete than “a structural model of the labour mark
recent papers by Hogan and Pichette (1999), Farès and Lemieux (2001
Beaudry and Doyle (2001) address the central concern that she raise
assess the evidence in favour of the view that we face a permanent trad
between inflation and output.

Hogan and Pichette argue that the (good) performance of
Akerlof-Dickens-Perry model in dynamic simulations does not constit
evidence in favour of downward nominal rigidity. They argue that sta
simulations provide a more appropriate test and, that in this setting,
standard model with no downward nominal rigidity outperforms a mo
with downward rigidity.

After a review of the literature on the extent of downward nomin
wage rigidity, Farès and Lemieux conclude, “that recent studies, mo
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based on U.S. longitudinal micro data, provide compelling evidence
[downward nominal-wage rigidity] is an important labour mark
phenomenon” (p. 4). They go on to develop a new wage series for 1981
based on individual data files from Statistics Canada’s Survey of Consu
Finance, and use this new series to estimate real-wage Phillips curves
Canada as a whole, the significant negative slope of the real-wage Ph
curve that is present before 1992, disappears after 1992. One interpre
of this result might be that the short-run (real-wage) Phillips curve beca
horizontal when the inflation rate was pushed down to around 2 per c
The new wage series that Farès and Lemieux use is available on a prov
basis, so they also estimate provincial real-wage Phillips curves in w
they control for national factors with year effects. These Phillips curves
not display any slope change as the inflation rate falls.

Beaudry and Doyle estimate Canadian Phillips curves and find
the slope has decreased during the 1990s. They also report evidence
same phenomenon in the U.S. Phillips curve. They explain this flattenin
the consequence of the conduct of monetary policy, which they sugges
gradually incorporated an improved understanding of supply shocks. T
show how, in a simple and standard model, such an improved understan
implies a flatter Phillips curve.

More work is always helpful. But, for the present, it appears th
“We should not look to the labour market as the source of major une
ployment costs of zero inflation that would justify a positive inflation targe
(Smith 2000, C194).

4.3 The zero lower bound problem

Summers (1991) resurrected an old idea previously mentioned by Vic
(1954), Phelps (1972), and Okun (1981), that because nominal interest
cannot fall below zero, there is a trade-off between the inflation rate
macroeconomic stability. The claim is that expansionary monetary po
cannot be used to get the economy out of recession if the nominal inte
rate is zero, so in such a situation, recession will last longer. Because
zero bound will be hit more frequently at lower inflation rates, the lower
inflation rate, the longer the economy will spend in recession. T
experience of Japan during recent years is often cited as an example
economy that has hit the zero lower bound.

Before reviewing the recent literature on this topic, it is worth noti
that the zero lower bound (not by name but by substance, and some
called “the interest rate floor”) was a live issue before and during the G
Depression and in much of the subsequent literature that interprets
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episode.17 It lies at the heart of the Friedman and Schwartz (196
indictment of the Fed for not injecting money into the banking system
was repeatedly addressed by Hawtrey (1925, 1932), who insisted that e
interest rates are already very low, there are ways, other than by open m
operations, of getting money into circulation, so the inability to drive ra
lower does not mean that monetary policy is powerless. The zero lo
bound is also a repeated theme in the work of Brunner and Meltzer (19
who view monetary policy as working through a broad array of rates
return on many assets, including consumer and producer durables.
finally, it is a major theme in several decades of empirical estimates of
demand for money function, not a single one of which has found evidenc
a “liquidity trap.”

Some of the recent literature has pursued the older them
Goodfriend (2000) recommends that the central bank impose a cost of c
on its monetary liabilities so that the nominal interest rate can indeed
negative. Goodfriend also suggests open market operations with the
bank public in long-term bonds, and intervention in the foreign excha
market. Clouse et al. (1999) examine several channels by which a ce
bank constrained by a zero interest rate can nevertheless influence agg
demand. These channels include liquidity effects, bank-lending effects
credibility of the commitment to a prolonged low interest rate, manipulat
inflation expectations, and intervention in long-term bond and fore
exchange markets. McCallum (2000) reviews a similar range of option
the context of a dynamic general-equilibrium model.

Other work has operated inside the constraints imposed by inte
rate rules. The two most comprehensive studies are Orphanides and Wi
(1998), and Reifschneider and Williams (1999), both of which assess
quantitative consequence of the zero lower bound, by performing stoch
simulations. These two papers reach slightly different conclusions, so
must examine each with a view to identifying the source of the differen
and thus make a judgment about which is correct.

Using a small-scale rational-expectations model of the U.S. econo
Orphanides and Wieland calculate that if the economy is subject to sh
of the magnitude experienced during the 1980s and 1990s, the zero l
bound has no practical consequence at an inflation rate of 2 per cent a
But, at inflation rates between 0 and 1 per cent, the variability of out
increases significantly and the variability of the inflation rate increa

17. David Laidler must be credited with directing me to this literature and insisting on
relevance to the modern discussion of this topic. His own extensive discussion of this m
can be found in Laidler (1999), especially in Part IV, pp. 247–320.
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slightly. They find a long-run trade-off between output and inflation, an
zero inflation rate lowers real GDP by 0.1 percentage points.

Two features of the model used by Orphanides and Wieland pla
role in reaching their conclusion. First, the model’s steady-state real fed
funds rate is 1 per cent. This value contrasts with the historical averag
2.5 per cent for 1960 to 1998. The zero lower bound will come into fo
significantly more frequently and at a given inflation rate with a 1 per c
equilibrium real rate than it would with a 2.5 per cent real rate.

Second, Orphanides and Wieland consider the effects of the
lower bound only for a central bank that uses the Taylor rule (the inte
rate is set at the target real rate, plus the inflation rate, plus 0.5 times
output gap, plus 0.5 times the deviation of the inflation rate from target
the more aggressive Henderson-McKibbin rule (the same as the Taylor
with the weight on the output gap boosted to 2 and that on the deviatio
the inflation rate from target boosted to 1). Under either of these rules, w
a negative interest rate is called for, the rule is temporarily set aside an
rate is set at zero. Once the rule again calls for a positive interest ra
resumes. It is evident that this type of rule is insensitive to the zero lo
bound in the sense that it does not anticipate it or react to it. We nee
know how the economy would respond under an interest rate rule thatdoes
anticipate and react to the prospect of, or recent experience of, hitting
bound.

Reifschneider and Williams address both of these issues. First,
use the large-scale, rational expectations, open-economy FRB/U.S. m
This model has less inertia than the small-scale one used by Orphanide
Wieland, but it does match the estimated inertia in the U.S. economy.
monetary policy transmission mechanism in this model operates thro
interest rates and two other channels: a cash-flow variable influe
investment, and a liquidity constraint influences consumption expenditu

A large number (12,000 quarters per set) of stochastic simulat
were performed to generate data for the output gap, inflation, and the fe
funds rate for target inflation rates of 0, 1, 2, 3, and 4 per cent a year.

Using the Taylor rule, the zero lower bound is hit 1 per cent of t
time with a 3 per cent inflation target and 14 per cent of the time with a z
inflation target. The standard deviation of the output gap increases from
at a 3 per cent inflation target to 3.6 at a zero inflation target. The stan
deviation of the inflation rate also increases, but only slightly, from 1
to 2.0.

The Henderson-McKibbin rule hits the zero bound more frequen
than the Taylor rule—11 per cent of the time at 3 per cent inflation a
31 per cent of the time at zero inflation. But, it delivers a better performa
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of output and inflation variability. It also delivers a similar deterioration
the variability of the output gap at lower average inflation rates. Under
rule, the standard deviation of the output gap increases from 1.8 at 3 per
inflation to 2.4 at zero inflation. The standard deviation of the inflation r
does not change as the inflation rate decreases.

Reifschneider and Williams also consider an augmented Taylor
that sets the interest rate in a way that takes the zero bound into accoun
rule is:

,

wherei is the funds rate andZ is the accumulated deviation of the funds ra
from the Taylor rate that has resulted from past zero-bound constraints

This rule delivers almost the same standard deviation of the infla
rate (2.2) and output gap (3.0) at a zero inflation rate as it does at a 2 per
inflation rate. This augmented rule works by immunizing the long-te
interest rate from the zero bound. To work, the central bank must pos
credibility, but it can deliver the interest rate described by the augmen
rule.

Although most of the literature dealing with the zero lower bound h
studied the effects of using a Taylor rule (or a similar or augmented rule)
know from the other work of Williams (1999) on alternative policy rules th
these rules are inefficient. Reifschneider and Williams also study the
bound under efficient policy rules.

Efficient rules deliver substantially lower variability of output an
inflation than do Taylor-type rules. And the move from a 2 per cent inflat
target to a zero inflation target has almost no effect on the position of
efficient variability frontier.

No one appears to have studied the performance of an econom
which policy takes into account anticipated future zero-bound h
Reifschneider and Williams speculate that such policies would lower
detrimental effects of the zero bound even further.

5 The Options We Face

What should we do when the current inflation-target period ends? As I n
in the Introduction, there seem to be four practical possibilities:

(i) Permit the formal target to lapse but keep doing the best job possib
attain low inflation in the broader context of macroeconomic stabilit

i t max it
Taylor α Zt ,0( )–

 
 
 

=
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(ii) Reaffirm the existing inflation target and formally commit to it fo
another fixed term or for an open-ended term.

(iii) Reaffirm the existing inflation-target rate but formulate it as a targ
path for the price level.

(iv) Commit to a lower, possibly zero, inflation-target rate formulated a
target path for the price level.

Option (ii) must be declared the winner in the absence of clear
convincing evidence for change. That evidence is not present for option
which is a departure from the status quo. But, there is evidence pointing
other way towards either a price-level path or a flat price-level path. Th
will be a diversity of opinion on the strength of that evidence, and t
diversity tells us that more research is needed to sharpen our view of h
constant price-level economy would function.

If my summary of the current state of knowledge and my reason
are correct, the following targets for the behaviour of the price level wo
contribute most to the economic welfare of Canadians:

• a formal target for a VMI of 100 on the average

• publication of the Bank’s estimate of the trade-off between output a
inflation variability that can be achieved with the existing (and presu
ably best known) techniques of monetary control

• a formal target zone around the trade-off between inflation variabi
and output variability that monetary policy will aim for

Under this regime, the bank would have a major educatio
responsibility of two dimensions. The first would be to explain that
objective is a VMI = 100on the averageand that departures from 100 wil
occur because of uncontrollable fluctuations in the economy and as pa
the broader objective of achieving the desired balance between price
and output-gap stability.

The second would be to explain the fundamental idea that econom
well understand but that few others do, that policy must be judged a
process, not as a series of unrelated events. Each policy event is to be
against the backdrop of the ongoing process. Each event must be expl
and justified with reference to the process.

Policy would be monitored as a process. Bank watchers and c
mentators would need to learn that second-guessing the bank on wheth
interest rate should have been raised (or lowered) on any given occasio
futile activity. What would matter is whether the bank was operating ins
its target distribution for the price level and whether it was using the latitu
available inside that distribution to achieve the declared balance betw
output and price stability.
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Appendix

Optimal Decision Rules and Equilibrium in
the Svensson and Dittmar-Gavin Models

This appendix, which is based on Parkin (2000), probes the free-lunch r
and explains why Svensson (1999b), and Dittmar and Gavin (2000),
use the same model, arrive at different decision rules for the central b
Dittmar and Gavin overlook one part of the margin the central bank fa
and so derive a rule that is not optimal. Svensson obtains the opt
decision and equilibrium. But, for reasonable parameter values,
Svensson optimal rule exists only if the central bank places almos
weight on output variability. In contrast, the Dittmar-Gavin rule is availab
across the whole range of possible relative weights for output variabi
This Appendix also shows that the two rules are observationally equiva
if a central bank that uses the Dittmar-Gavin rule appropriately compens
the relative weight placed on output variability. The implication is that in t
class of models considered, price-level targeting is superior to infla
targeting, regardless of the relative weight placed on output variability.

Svensson’s Solution forb

To derive the central bank’s optimal decision rule, rewrite the aggreg
supply function as an inflation equation:

. (A1)

Use this equation to eliminate the inflation rate from the loss function
obtain:

(A2)

The loss in equation (A2) now depends on only the current and fu
sequence of output gaps, which the bank controls, and on the rat
expectation of the current and future inflation rate. It is the treatment of
rational expectation that gives rise to the two decision rules. Svensson t

πt Et 1– πt
1
α
--- yt ρyt 1–– εt–( )+=

Lt Et βτ t– λyτ
2

Eτ 1– πτ
1
α
---+

+




τ t=

∞

∑=

yτ ρyτ 1–– ετ–( ) π∗
 2





–
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this expectation (correctly) as depending on the output gap. Dittmar
Gavin treat it as exogenous. We’ll examine the exogenous case later.

To treat the expected inflation rate as endogenous, use the kn
properties of the decision rule and write it as:

, (A3)

wherea = bρ/(1 –αb).

The rational expectation of inflation is found using (A3), and is:

. (A4)

Replace the expected inflation rate in equation (A2) with equation (A4
obtain:

. (A5)

The central bank’s problem now is to choose the current output g
given its current expectations about the sequence of future output gaps
given the lagged output gap and the current supply shock, to minimizL.
The first-order condition for this problem is:

. (A6)

Use the aggregate supply equation with the inflation decision rule to ob

, (A7)

and use equation (A7) in equation (A6) to obtain:

. (A8)

Equation (A8), which incorporates the first-order condition, has
same form as equation (A3) and can be solved for the parametersa andb.
An equivalent solution holds for the price-level targeting case, except thπ
is replaced byp, andπ* is replaced byp* at t. The solutions fora andb are:

πt π∗ ayt 1–– bεt–=

Et 1– πt π∗ ayt 1––=

Lt Et βτ t– λyτ
2 π∗ ayτ 1–– 1

α
---+

+




τ t=

∞

∑=

yτ ρyτ 1–– ετ–( ) π∗
 2





–

αλyt 1 β αρa ρ2
–( )+( ) πt π∗–( )+ 0=

yt ρyt 1– 1 αa–( )εt+=

πt π∗ αλρ
1 β αρa ρ2

+( )–
----------------------------------------yt 1––

αλ 1 αb–( )
1 β αρa ρ2

+( )–
----------------------------------------εt–=



254 Parkin

le

k-

their

her
the

of
y:
, (A9)

. (A10)

It is the solution fora that restricts the range over which this optimal ru
applies. For a real value ofa to exist,λ must satisfy:

. (A11)

We’ll examine how restrictive this existence condition is after loo
ing at the Dittmar-Gavin solution.

Dittmar-Gavin Solution

Dittmar and Gavin treat the expected inflation rate as exogenous, so
first-order condition for inflation targeting becomes:

. (A12)

For price-level targeting, the equivalent condition is:

. (A13)

It is a short step from equation (A12) and equation (A13), toget
with the aggregate supply function, to the solutions for inflation and
output gap. Under inflation targeting, the inflation rate is:

. (A14)

Under price-level targeting, a suitably adjusted version
equation (A14) describes the price level, and the inflation rate is given b

, (A15)

and under both regimes, the output gap is:

. (A16)

The variability of the output gap under both regimes is:

a
1 βρ2

–( ) 1 βρ2
–( )

2
4α2ρ2βλ––

2αβρ
----------------------------------------------------------------------------------------=

b
a

αa ρ–
----------------=

λ 1 βρ2
–( )

2

4α2ρ2β
-------------------------≤

αλyt 1 βρ2
–( ) πt π∗–( )+ 0=

αλyt 1 βρ2
–( ) pt pt

*–( )+ 0=

πt π∗ αλρ
1 βρ2

–
------------------yt 1––

αλ
1 βρ2

– α2λ+
----------------------------------εt–=

πt π∗ αλρ
1 βρ2

–
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1 βρ2
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. (A17)

The variability of inflation under inflation targeting is:

, (A18)

and under price-level targeting is:

. (A19)

Calibration and the Variability Trade-offs

To find the trade-offs between inflation variability and output variabil
under the two targeting regimes, we varyλ from zero (no weight on the
output gap) to a large enough value to make the output variance alm
vanish. But, in the case of the Svensson rule, the range of the trade-o
restricted by the existence condition onλ.

To generate trade-offs and to see how restrictive this existe
condition is, we need some parameter values forα, β, andρ. These values
depend on the length of the interval indexed ast in the model. The longer the
interval, the lower are the values ofβ andρ but the greater is the value ofα.
Dittmar and Gavin suggest that for quarterly data,ρ = 0.9 andβ = 0.99.
The steady-state slope of the output-inflation trade-off (1 –ρ)/α = 0.2, so
α = 0.5. If we use these numbers, the maximum value ofλ in Svensson’s
rule is 0.049.

Extending the length oft to a year helps a bit, but not enough. In this ca
and .

Using these numbers, the maximum value ofλ is 0.176.

But, because the available range ofλ is so small, the Svensson rul
can only be used close to the corner of the trade-off, at which the output
is highly variable—four and one-half to five times the variance of the o
period output shock—and the inflation rate is highly stable, between o
fifth and one-tenth the variance of the one-period output shock.

In contrast, the rule that ignores the endogenous inflation expecta
can be used for any value ofλ. By selectingλ ≅ 0.4, inflation and the
output gap have approximately equal variances at a bit more than 2 (t
the variance of the one-period supply shock). Selectingλ = 8 effectively

σy
2 1 βρ2

–( )
2

1 ρ2
–( ) 1 βρ2

– α2λ+( )
2

--------------------------------------------------------------σ2
=

σπ
2 α2λ2

1 ρ2
–( ) 1 βρ2

– α2λ+( )
2

--------------------------------------------------------------σ2
=

σπ
2 2α2λ2

1 ρ+( ) 1 βρ2
– α2λ+( )

2
------------------------------------------------------------σ2

=

ρ 0.94 0.656,β 0.96,= = = α 0.5 1 ρ ρ2 ρ3+ + +( ) 1.088= =
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stabilizes the output gap at zero and makes the inflation rate highly vari
around its target value ofπ*. Selectingλ = 0, “an inflation nutter” central
bank stabilizes the inflation rate at its target at the expense of output v
bility of around five times the variance of the one-period supply shock.

Observational Equivalence

For givenλ, these two rules are different. But, if the private agents obse
the central bank delivering a policy described by the reduced-form decis
rule equations, they have no way of identifying the rule being used. For th
exists aλ* in equation (A14) that delivers exactly the same outcome
equation (A8) does. Thatλ* is given by:

, (A20)

wherea = bρ/(1 –αb), as before.

By using this value forλ over the range for which the Svensso
equilibrium exists, the Dittmar-Gavin rule traces the same trade-off as
traced by the optimal rule.

Outside the range for which a Svensson solution exists, an ap
priate value ofλ can deliver outcomes with any desired combination
output and inflation variability along the available trade-off.

λ∗ 1 βρ2
–( )
αρ

-----------------------a=
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During the past decade, the economics profession has come a long way
thinking about monetary policy. When inflation targeting was first adop
in Canada, many economists, myself included, greeted the new policy
skepticism. It seemed rash to stake a central bank’s reputation on contro
a variable that was separated from monetary policy by such a long
variable lag. Moreover, the policy ignored the objective of stabilizi
fluctuations in real output. As for price-level targeting, hardly anyo
thought of it as a practical alternative, because it would have destabilize
economy too much.

As we began to see how inflation targeting actually works, howev
many of us started to warm to it. By the end of the 1990s, as Michael Pa
documents in his survey, the profession had developed a solid consens
favour of inflation targeting. Moreover, a literature had emerged suppor
the formerly unthinkable alternative of price-level targeting over inflati
targeting, not just as a means of enhancing long-run contracts but as a w
stabilize the economy!

One reason for this change in attitudes is that inflation-target
central banks have not restricted their attention to the single nominal ta
they have been assigned but have also taken into account the
consequences of their actions. The targeting regimes in place today
flexible enough to allow monetary policy to aim at stabilizing real output
well as inflation, subject to the usual trade-off. Another reason for
change is that inflation-targeting regimes have provided an unprecede
level of openness, accountability, and transparency in the conduc
monetary policy, all of which are worthy objectives in themselve
Discussion
Peter Howitt
260
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independently of their usefulness in achieving desirable macroecono
outcomes.

Inflation targeting has also allowed central banks to use discre
where it is most useful, namely in choosing what instruments to use
how. In that respect it has proven to be preferable to monetary targetin
exchange rate targeting, either of which would tie the central ban
reputation to what might turn out to be a fragile economic relationsh
Instead, inflation targeting ties the central bank’s reputation to the vari
that central banks always have been, and probably always will be, prim
concerned with. When new information refutes the theoretical und
pinnings of a particular control technique, there is no need to comprom
the bank’s reputation and ultimate objectives by introducing face-sav
measures. Instead, the bank is free to make use of the new informatio
improve its performance. The open environment of inflation targeting a
gives it a platform for explaining to the public why it is changing tactics, a
why this involves no change in its commitment to the regime. In my vie
this is the main reason why inflation targeting has worked so well, e
though it commits a central bank to controlling something over which it h
almost no control from one quarter to the next.

I am in broad agreement with Parkin on these points. I also welco
his suggestion of having a government agency publish a value-of-mo
index (VMI). Whether or not monetary policy moves all the way to pric
level stabilization without drift, I share the opinion that long-term pric
level uncertainty is one of the most serious consequences of infla
because of its ruinous effects on long-term contracting. Inflation targe
with no error correction, and especially with a non-zero inflation target, d
little to alleviate this problem. Keeping track of a VMI, and also perhap
slowly growing target value of VMI, with an understanding that moneta
policy can be expected to be marginally tighter when the actual V
exceeds the target than when it falls short, could turn out to be a relati
costless way of dealing with this lingering problem. Publishing the act
VMI in relation to a sensible target path would be a useful first step in t
direction.

There are two points, however, on which I think that the rece
literature has not taught us as much as Parkin argues. Specifically,
disagree with the approach that Lars Svensson (1999) has been using
that Parkin has adopted in his survey, for building positive models of
inflation-targeting central bank, and (ii) I think there are serious weakne
in the recent literature arguing for price-level targeting as opposed
inflation targeting. These two points are related, because one of the
arguments in favour of price-level targeting comes from Svensso
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modelling strategy, in the form of the much-discussed “free-lunc
proposition.

(i) Svensson models an inflation-targeting central bank as having no po
of commitment, as in the much-cited Kydland and Prescott (1977) analy
In my judgment, the time-inconsistency problem at the heart of this anal
is not something that real-world central banks actually confront, excep
the extent that they are subject to a great deal of pressure from governm
wanting more expansionary policies for short-term political reasons.

More specifically, according to the Kydland-Prescott analysis
central bank is constantly tempted to engineer surprise movement
inflation, and if it has no power of commitment it will yield to this tempta
tion until inflation has risen high enough to dissuade it from yielding a
more. In reality, however, as many of them have testified (see Blinder 1
for example), central bankers are rarely tempted to produce surpr
Instead, if anything they suffer from a pathological urge to do what th
have said they are going to do, because of the capital flight, curre
depreciation, and disorderly financial markets that they fear would resu
they were to say one thing and do another.

This criticism of the Kydland-Prescott analysis is particularly valid
a regime of inflation targeting, for two reasons. First, the regime is typic
endorsed not just by the central bank but also by the government. This
the openness of the regime would make it very difficult for a governmen
put pressure on a central bank to violate its mandate. Second, the ope
of the regime also gives the central bank a clear instrument of commitm
That is, a central bank that was observed always to miss its pub
announced targets would find its reputation severely tarnished. I d
whether the policy-making committees of any of the world’s curre
inflation-targeting central banks would be willing to pay this price for t
dubious benefits of a surprise inflation.

The upshot of this criticism is that, in my view, the Bank of Cana
or any of the other inflation-targeting central banks, is best viewed not as
were subject to the Kydland-Prescott time-inconsistency problem, as in
Svensson analysis, but as if it were seeking to stabilize inflation and
outputwith commitment.

(ii) The main argument in the recent literature supporting price-le
targeting is Svensson’s free-lunch proposition, a simple version of wh
runs as follows. Assume that the appropriate social loss function in e
period has the form:

, (1)λyt
2 πt π∗–( )2 λ 0>,+
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where denotes the detrended log of real output, the rate of inflat
and the inflation target. Each period, the central bank chooses an
to minimize the loss function (1) subject to an expectations-augmen
Phillips curve:

, (2)

where denotes the detrended log of capacity output, which is assum
follow a stationary process with some persistence, and is the public’s
pectation of inflation conditional on . The central bank takes as gi
when making its choice. It also takes as given; that is, it actswithout
commitment.1

The expectations-augmented Phillips curve (2) implies that mone
policy will be neutral under rational expectations; real output will alwa
equal capacity output, regardless of the central bank’s policy. Thus,
optimalmonetary policy would be to aim each period at the inflation targ
to set , which would result in a long-run average value of the lo
function equal to var .

However, the uncommitted central bank will be unable to resist
temptation to attempt to offset the supply shocks that cause capacity o
to fluctuate, and the equilibrium inflation rate will be:

.

Therefore, persistence in capacity output will translate into persis
deviations of inflation from target value. Since monetary policy is neut
these deviations of inflation from its target will induce extra variability
inflation without succeeding in reducing the variability of real output; t
equilibrium long-run average value of the loss function will be stric
greater than optimal.

It turns out that one way to partially correct for the uncommitt
central bank’s overeagerness is to instruct it to act like a Zen archer. D
try to minimize the true loss function (1), but instead aim somewhere els
in this case at the pseudo-loss function:

, (3)

1. The version that Parkin presents assumes that the public and central bank observ
a noisy signal of . I think the version presented here brings out a little more clearly
logic of the free-lunch argument.

yt πt
π* yt πt
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*
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where is the log of the price level and is a price-level targ
The result of this deliberate misdirection is the price-level-targeting po
function:

.

When there is enough persistence in capacity output, the variab
of inflation under price-level targeting will be less than under inflati
targeting. In effect, the central banker aiming at equation (3) would wo
too much about the cumulative price-level error to allow the persist
fluctuations of inflation that are the undoing of the uncommitted inflat
targeter.

There are several reasons for my skepticism concerning this pro
sition. First, it depends on the existence of a stable Phillips curve, an
depends crucially on the dynamic details of that relationship. Although
Parkin has pointed out, the proposition holds for a New-Keynesian varian
the Phillips curve, it has not been derived from a Phillips curve that exhi
the sort of inflation persistence that Fuhrer and Moore (1995) have show
an inescapable feature of the data.

More importantly, the free-lunch proposition depends critically
the time-inconsistency framework that I have argued does not fit the typ
inflation-targeting central bank. In my view, an inflation-targeting cent
bank wanting to minimize (1) subject to (2) would have no tim
inconsistency problem, and would simply do the optimal thing, namely

 every period, achieving the optimal outcome.

This is not to argue that we should go back to regarding price-le
targeting as not worth considering. On the contrary. I believe that a g
monetary policy should attempt to mitigate the long-term price-level
certainty that would result from a pure inflation-targeting policy. But t
design of such a policy needs to take into account two points that the f
lunch argument misses: inflation is persistent and an inflation-targe
central bank can act with commitment.

Consider, for example, the loss function:

,

which takes into account the cost of price-level uncertainty. Suppose fur
that the Phillips curve takes the form:

,

pt pt
* πt

* t=

pt 1+ pt 1+
* λαyt

*–=

πt π∗=

λyyt
2 λπ πt π∗–( )2 λp pt 1+ pt 1+
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according to which inflation has a momentum of its own, in accordance w
the Fuhrer-Moore argument. To simplify the analysis, suppose that the
no persistence in capacity output, so that is a serially uncorrela
random variable. A central bank that acted to minimize the long-run ave
of this loss function subject to this Phillips curve would choose a hyb
policy of the form:

,

where  and  each lie between 0 and 1, and  is positive.

The price-level term in this hybrid policy adds an error correcti
limiting the degree of long-run price-level uncertainty. However, the pol
would not attempt to immediately offset any price-level blip the way a p
price-level-targeting policy would do. Instead, with reasonable values of
parameters in the cost function and the Phillips curve, a short-run su
shock that raised inflation would be followed by a gradual reduction in
rate of inflation, with the price-level error being allowed to balloon f
several periods before eventually being brought under control. T
ballooning is induced by inflation-persistence in the Phillips curve, wh
would impose a high penalty—in the form of lost output—on a policy th
immediately reversed the price-level error.

Such a hybrid policy need not be much different from inflatio
targeting as it currently works. It could be implemented simply by comm
ting the central bank to being slightly more restrictive than usual when
price level has risen above its long-run target path. Even this sm
adjustment to current policy could have a major long-run impact, beca
compared with a pure inflation-targeting policy with no error correction
would reduce the long-run variance of the price level all the way fro
infinity to something finite. In my view, this would be a considerab
improvement, even though it is far less radical a change than re
proponents of price-level targeting have been advocating.
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Michael Parkin has written a valuable survey of progress in our und
standing of price stability, with particular emphasis on recent contributio
The paper covers a range of issues; however, my comments will be m
narrowly focused. I first discuss Canada’s experience in the 1990s an
relevance to the costs of achieving low levels of inflation. This discuss
leads naturally to section 4.2 (“labour market lubricant”) of Parkin’s pap
and the issue of how the characteristics of wage setting and other la
market institutions influence the costs of achieving and maintaining
rates of price inflation.

Canada’s “Lost Decade”

Several years ago, the Queen of England lamented the previous “a
horribilus.” Canadians feel much the same about the 1990s. The de
began with the prolonged recession of 1990–92, the worst Canadian s
since the Great Depression (Fortin 1996). Recovery from this downturn
also painfully slow. Although the 1990s ended with several years of s
growth, the decline in real incomes during the first half of the decade
sufficiently large that only by the end of the decade had the living stand
of Canadians returned to their pre-recession (1989) levels. Canadian l
standards also fell relative to those in the United States and several
OECD countries.

Two leading explanations for Canada’s poor economic performa
in the 1990s—in particular for the relatively weak performance during
first half of the decade—have been advanced. For the sake of simplic
Discussion
W. Craig Riddell*
266

*  I am grateful to to Paul Beaudry and Thomas Lemieux for helpful discussions.
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refer to these as the “Fortin” (see Fortin 1996, 2001) and “Bank of Cana
(see Thiessen 1996 and Freedman and Macklem 1998) positions. F
attributes the “great Canadian slump” of 1990–92 and the slow reco
during 1992–95 principally to monetary policy (and the fiscal contract
induced by restrictive monetary policy). The Bank of Canada blames
poor performance on a combination of widespread structural change a
ciated with globalization and technological advances and high interest
imposed by financial markets because of factors such as high leve
government debt and political instability.

Beginning in the early 1990s, the Bank of Canada sought to red
inflation from the then-prevailing rate of about 5 per cent. Formal “inflatio
reduction targets” were introduced in 1991. They provided for a grad
reduction in inflation, with midpoint ranges of 3 per cent, 2.5 per cent, a
2 per cent over the 1991–95 period. They were subsequently replace
“inflation-control targets” with a range of 1 to 3 per cent.

The objective of reducing inflation was achieved; the rate of pr
inflation declined from about 5 per cent in 1990 to 1 to 2 per cent in 19
However, the cost of doing so was unusually high. Both Debelle (1996)
Bernanke et al. (1999) estimate the sacrifice ratio for the 1990–93 d
flation to have been more than double that experienced by Canad
previous disinflations such as those in the mid-1970s and early 1980s (w
the initial inflation rate was much higher). Canada’s sacrifice ratio for
1990–93 disinflation was also higher than that experienced by Australia
New Zealand in reducing inflation to a similar extent during the late 19
and early 1990s (Debelle 1996 and Bernanke et al. 1999).

Building on work by Akerlof, Dickens, and Perry (1996), Forti
(1996, 2001) argues that the long-run Phillips curve is vertical at mode
to high inflation rates but becomes downward-sloping at low rates
inflation. The principal source of the downward-sloping portion is resista
to nominal-wage cuts—perhaps because of money illusion or notion
fairness in wage setting. In these circumstances, reducing inflation fro
moderate to a low level, as Canada did in the early 1990s, has bo
temporary cost—the lost output and employment needed to bring abo
reduction in inflation—and a permanent cost due to the non-vertical Phi
curve at low rates of inflation.

According to this view, downward wage rigidity has important imp
cations not only for the costs of disinflation but also for the long-run tar
rate of inflation. In the presence of nominal-wage rigidities, a moderate
of inflation will contribute to higher output and employment by facilitatin
the relative wage adjustments needed for the efficient allocation of lab
The question of whether, and to what extent, inflation “greases the whe
of the labour market by facilitating relative and real-wage changes is thu
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fundamental importance for choosing the long-run target for mone
policy. The greater the degree of nominal-wage rigidity, the higher
output and employment costs of a low inflation target.

An important part of Parkin’s survey, and of these commen
assesses the extent to which recent research supports the Akerlof, Dic
and Perry (1996) and Fortin (1996) emphasis on nominal-wage rigidity
its implications for macroeconomic behaviour with low inflation. As th
subsequent discussion will make clear, I am less dismissive of this pos
than is Parkin. Nominal-wage rigidities do appear to be an empirically
portant phenomenon in a country like Canada. However, the jury is still
on whether these rigidities have any real economic consequences.

Although there have been useful recent contributions to the de
about the empirical importance of downward wage rigidities, the expla
tion for Canada’s relatively weak economic conditions during the ea
1990s has yet to be satisfactorily resolved (Riddell 1999). This is unfo
nate because there is an obvious need to better understand the facto
contributed to Canada’s poor performance during that period. Furtherm
Canada’s weak performance relative to the United States—where
authorities did not attempt to reduce inflation to as great an extent as
authorities in Canada during the early 1990s—provides powerful evide
against the pursuit of low inflation.

As discussed below, recent contributions do not provide substa
additional support for the view that downward wage rigidities are a ma
factor contributing to high unemployment in periods of low inflation. At th
same time, the evidence supporting the Bank of Canada view that
Canadian economy was subject to an unusually large amount of struc
adjustment during the early 1990s is less than overwhelming. Riddell (19
reviews the Canadian experience and finds some evidence of incre
structural adjustment during the 1980s and 1990s, particularly the 1990s
the differences relative to the 1960s and 1970s are not large. Picot and H
(2000) report that increased downsizing during the 1990s recovery did
tribute to slower employment growth. However, the increased downsiz
was concentrated in the public and consumer-services sectors and
difficult to attribute to globalization and technological innovation
Furthermore, the likelihood of a worker experiencing a permanent layoff
not increase in the first half of the 1990s relative to earlier periods. S
employment growth mainly reflected reduced hiring rather than an increa
incidence of layoffs.



Discussion: Riddell 269

ity
eekly
me
CF),
ctive
len-
stric-
tion

oved
ave
rate
es

r of
ps in
ce of
illed,

ey do
at
” to
find

cially

our
a-
the

ieux
for
r the
the

ne in
ably
to

ill
Aggregate Labour Market Behaviour

Before turning to the research, it is worth examining how much flexibil
we see in the aggregate labour market. Figures 1 and 2 show average w
wages by age group for females and males working full year, full ti
(FYFT). The data are taken from the Survey of Consumer Finances (S
an annual survey carried out in April of each year that gathers retrospe
information on annual income and weeks worked during the previous ca
dar year, thus providing a measure of average weekly earnings. The re
tion to FYFT reduces substantially, but does not eliminate, the contribu
of hours worked per week to weekly earnings.

These data show that the real wages of different age groups m
very closely together from 1969 to the early 1980s, but that they h
subsequently followed markedly different paths. This suggests a mode
amount of real and relative wage flexibility among workers of different ag
and labour market experience. In their comparison of the behaviou
average weekly earnings of prime-age males across education grou
Canada and the United States, Kuhn and Robb (1998) also find eviden
considerable downward wage adjustment, especially among the less sk
in Canada during the 1980s.

Of course, these data are based on a series of cross-sections—th
not result from following a given individual over time. Note, however, th
Beaudry and Green (2000), who use the method of “artifical cohorts
follow representative samples of specific age cohorts through time, also
considerable downward real-wage adjustment with the SCF data, espe
among younger cohorts.

To complete this impressionistic picture from the aggregate lab
market, it is important to recall that the minimum wage declined dram
tically (relative to the average manufacturing wage) in Canada during
1980s (Benjamin 1996). Recent research by DiNardo, Fortin, and Lem
(1996) and Fortin and Lemieux (2000) has provided striking evidence
the United States and Canada, respectively, that minimum wages alte
shape of the wage distribution, resulting in considerable mass at
minimum and less mass at lower wage rates. Thus, some of the decli
real wages during the 1980s, as illustrated in Figures 1 and 2, is prob
attributable to the decline in the relative minimum wage rather than
downward wage flexibility in an unchanged institutional environment. I w
return to the importance of considering institutional changes.
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Figure 1
Real annual earnings by age, FYFT females, 1969 = 100
Women working full year, full time

Figure 2
Real annual earnings by age, FYFT males, 1969 = 100
Men working full year, full time
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Empirical Evidence on Downward Wage Rigidity

As Parkin notes, a moderate amount of research had been done on this
by the time of the Bank of Canada conference of 1997 (Bank of Can
1998). Contributions included those of McLaughlin (1994), Card a
Hyslop (1997), and Kahn (1997) for the United States and Crawford
Harrison (1998) for Canada. Subsequent contributions include Christo
and Stengos (2000) and Farès and Lemieux (2001) for Canada, McLau
(1999) for the United States, and Smith (2000) for the United Kingdom.

This research generally proceeds as follows. First, the distributio
nominal-wage changes is characterized. The period over which the chan
calculated varies according to the data available, with one year as the
common interval. The wage-change distribution typically has a large s
at zero. The tail of the distribution involving negative wage adjustments a
generally has less mass than its counterpart for above-average positive
adjustments. The next step (not pursued in all studies) is to estimate
much of the spike at zero wage change and the relative absence of neg
wage adjustments can be attributed to downward wage rigidity versus o
factors. This adjusted measure provides an estimate of the quantitative
portance of downward nominal-wage rigidity in the labour market
question.

The importance of downward wage rigidity is likely to depend on
country’s institutional arrangements for wage determination. A country
which minimum wages are high relative to the average wage and app
most of the labour force can be expected to display more downward w
rigidity than a country in which minimum wages are low or in which fe
workers are covered by the minimum. Similarly, we expect the exten
union representation of the labour force to influence the degree of downw
wage flexibility in the economy.

Changes in labour market institutions can therefore be expecte
alter the degree of downward wage rigidity in the economy. For the purpo
of medium-term macroeconomic policy—such as setting targets for p
inflation—the existing institutional arrangements should be taken as gi
It is possible that pursuing low inflation or even price stability would eve
tually alter wage-setting arrangements, but this outcome is highly uncer
Similarly, and of particular relevance here, the degree of downward w
rigidity in an economy should be characterized for a specific set of wa
setting institutions.

The three countries for which studies of this type have been car
out are Canada, the United States, and the United Kingdom (see Par
Table 1). In assessing the relevance of these findings for Canada,
important to keep in mind that the United States and the United Kingd
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experienced significant changes in labour market institutions during
1980s and 1990s (the sample period for most of these studies). The
substantial evidence that these changes contributed to increased
inequality in these countries, and that differences in the rate of institutio
change were an important factor influencing the rate of growth
inequality.1 For example, the United Kingdom, which experienced the m
substantial decline in unionization, also experienced the largest increa
earnings inequality among these three countries, whereas Canada, w
had the smallest decline in unionization, also had the smallest increa
inequality. Changes in minimum wages in the United States and Can
have also influenced trends in wage inequality in the two countries (Fo
andLemieux1997;DiNardoandLemieux1997;GreenandPaarsch1997

Because of the substantial changes in unionization and other la
market institutions that took place during the 1980s and 1990s in the Un
States and the United Kingdom (particularly the latter), we expect these
countries to display less downward wage rigidity than would have been
case under unchanging wage-setting arrangements. Some of the down
wage changes observed during the period are due to such changes
institutions affecting wage determination, rather than to the effects
demand and supply shocks in an unchanging institutional environm
Consequently, the U.S. and U.K. experiences are likely to overstate
extent of downward wage flexibility.

Two principal types of data have been used to assess the degr
nominal-wage rigidity. Union contract data, available in Canada for
agreements involving 500 or more employees, have the advantage of pr
information on the beginning and end dates of contracts and deta
information on negotiated wage rates during the contract. Their main di
vantages are the limited coverage (only a subset of the union se
representing less than 10 per cent of the labour force) and their use o
base wage rate, usually the wage associated with an entry-level job an
that is not necessarily representative of the full bargaining unit. The sec
and much more extensively exploited, source of information consists
panel data on individuals, available from the Labour Market Activity Stu
(LMAS) and the Survey of Labour and Income Dynamics (SLID)
Canada, the Panel Study of Income Dynamics (PSID) and matched file
the Current Population Study (CPS) in the United States, and the Br
Household Panel Survey (BHPS) in the United Kingdom. Several of th
data sources are representative of the respective populations (LMAS

1. See, for example, Fortin and Lemieux (1997) for the United States, DiNardo
Lemieux (1997) for a comparative study of Canada and the United States, and Goslin
Lemieux (2000) for a comparative study of the United States and the United Kingdom
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SLID for Canada, CPS for United States, BHPS for the United Kingdo
have large sample sizes, and follow individuals for one to six years.

While it is straightforward to characterize the distribution of wa
changes, the challenge is to estimate what the distribution of wage ad
ments would have looked like in the absence of nominal-wage rigidity. T
difference between the observed and estimated counterfactual wage-c
distributions is the implied estimate of the impact of nominal rigidity on t
distribution of wage adjustments.

While economists recognize that the counterfactual is inherently
observable, classical random-assignment designs provide an ideal so
because they furnish an unbiased estimate of the counterfactual. How
even with non-experimental data, one can frequently obtain estimates o
counterfactual in which considerable confidence can be placed. In this
however, we are on shakier ground, because we have very little emp
evidence on the shape of the “pure” wage-change distribution—that w
would prevail in the absence of nominal rigidities. Consequently, it see
likely that disagreement on the interpretation of available evidence will c
tinue in this area.

Parkin places considerable weight on Smith’s new evidence for
United Kingdom. BHPS data are of high quality and have some desir
features for the purpose at hand. Furthermore, some of the findings
striking and perhaps even surprising. For these reasons, it is worth asse
the extent to which her results are relevant for Canadian monetary poli
discuss this question in four stages: (i) more rapid institutional change in
United Kingdom relative to Canada, (ii) institutional differences betwe
the United Kingdom and Canada, (iii) nature of the counterfactual assu
tions, and (iv) the results regarding measurement error in panel dat
earnings.

As in previous research, Smith finds a substantial spike at zero in
wage-change distribution—about 9 per cent of employees who remain in
same job from one year to the next experience no wage change.
concludes, however, that about 90 per cent of this spike—8 out o
percentage points—can be attributed to “symmetric” causes (long-t
contracts, measurement error, and rounding). Thus, only a small fractio
the spike is attributed to asymmetric downward wage rigidity.

Parkin emphasizes the similarity in the raw data on downward w
rigidity in Canada, the United States, and the United Kingdom. Howeve
is important to consider the prevailing rate of inflation—a key determin
of the location of the distribution of wage changes and thus of the p
centages of nominal-wage cuts and rigid wages—in making comparis
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over time within a country or across countries at a point in time.2 When this
is done, there are more downward wage adjustments in the U.K. data (2
cent of workers experience a wage cut over the sample period) than in
United States at comparable rates of inflation.

During the 1980s and 1990s, the institutional structures of the U
labour market changed dramatically (Gosling and Lemieux 2000). M
prominent was the steep decline in unionization, which was espec
dramatic after the mid-1980s. In addition, wages councils (who
minimum rates of pay in some low-paying industries) were weakened
finally abolished in 1993. Other changes that affected the determinatio
workers’ pay included declines in public sector employment and increa
use of contracting out and competitive tendering of public services. Th
dramatic changes probably contributed to the substantial amount of do
ward wage flexibility evident in the United Kingdom in the 1990s.3

In addition to the more rapid changes in wage-setting arrangem
and structures, there are a number of potentially important difference
Canadian and U.K. institutional and legal arrangements. Canada h
highly legalistic system governing union organizing and collective b
gaining, in contrast to the United Kingdom, where custom plays a m
larger role. For example, all Canadian jurisdictions use a “Wagner Act” t
of model of union formation and recognition. If the union can demonstr
support (through either card-signing procedures or secret-ballot electi
by a majority of the members of the bargaining unit, the union will
certified as the bargaining agent for all of its members. In contrast, in
United Kingdom, union recognition is a voluntary act on the part
employers, and even when a union is present there is nothing to pre
individual bargaining for some employees.4 Similarly, in the area of union
security arrangements, all Canadian jurisdictions require at least the ag
shop or Rand formula (not everyone is required to join the union, but
members of the bargaining unit pay union dues) and the union shop
employees are required to join the union within a certain period after be
hired) is common. In the United Kingdom, open-shop arrangements
common, and many employees in the “union sector” are not union memb
In the BHPS data, about 40 per cent of the private sector is covered
collective agreements—versus about 20 per cent in Canada—bu
astonishing 15 per cent are covered non-members (Hildreth 2000)

2. For example, Card and Hyslop (1997) find that the fraction of workers with rigid wa
is strongly negatively related to the inflation rate.
3. Smith’s (2000) study covers the period of 1992–96.
4. Recently (since the end of Smith’s sample period), the United Kingdom’s Blair gov
ment introduced a new labour code with a formal union recognition process similar to
in the United States and Canada.
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Canada, the proportion of covered non-members is about 2.5 per cent a
the United States, the comparable figure is under 2 per cent. Thus, al
half the members of the bargaining unit are not union members, and the
no legal requirement for the firm to bargain with the union, circumstan
that differ markedly from the typical Canadian bargaining situation.

Another relevant difference is the absence in the United Kingdom
formal wage contracts with specific initiation and termination dat
Although annual negotiations are evidently a common arrangement,
difference makes it difficult to attribute the amount of zero wage chan
associated with “long-term contracts.”

In the BHPS, the period between interviews varies, and this varia
is used by Smith to estimate the counterfactual—in this case, the propo
of zero wage change attributable to long-term contracts. The “percent ri
shows little change in months 13 and 14 relative to month 12 but a dram
drop for periods between interviews of more than 14 months. Smith use
data from interviews spaced more than 14 months apart as the estima
the proportion of rigidity left after the influence of long-term contracts h
been removed, leading her to conclude that more than half of the 9 per
spike at zero is due to “symmetric” long-term contracts [(9.0-4.
9.0 = 56 per cent]. However, this estimate is sensitive to the assump
that the observations for interviews spaced 13 and 14 months apar
governed to the same extent as those spaced 12 months apart by long
contracts.

The general presumption in this literature has been that measure
error overstates the amount of true wage change. Indeed, some authors
argued that most of the downward wage changes observed in the U
States can be attributed to measurement error (Akerlof, Dickens, and P
1996). Smith’s findings regarding measurement error are interesting bec
they suggest that the reverse may be the case—i.e., that measuremen
in wages serves to exaggerate wage rigidity. The separate influence of mea
ment error is identified because some respondents check their payslips
reporting their earnings, while others do not. The observations for
“payslip seen” subsample are assumed to be measured without error.

Smith’s findings are potentially important. However, the assumpt
that there is no measurement error in the “payslip seen” subsample ma
incorrect. The wage concept used in the study is the worker’s “usual g
pay (including overtime and bonuses).” She specifically uses usual gros
rather than latest pay “because latest pay might be distorted by unu
bonuses, overtime payments and so on” (p. C179). However, the pay
consulted by the respondent will contain information on actual pay in
relevant period, not on “usual pay.” It seems possible that the “payslip se
subsample will contain measurement error for the wage concept being u



276 Discussion: Riddell

et,
is

way
nal

ld be

of
ding,
the
ited
less

r of
ge
an

or
en if
gins
They
fort.
cks in
ange

as
.S.
ear
t per
t the
igh-
al-
uch
ther

ips
ard
ees.
SCF

for
ross
Smith’s findings are clearly relevant for the U.K. labour mark
although it is unclear how much of the observed wage flexibility
attributable to changes in institutional structures and how much to the
wages adjust to demand and supply shocks within a fixed institutio
environment. For the reasons discussed above, however, we shou
cautious in applying these results to the Canadian setting.

Real Consequences of Downward Wage Rigidity

The recent contributions to the empirical literature on the distribution
wage changes at the individual level have added to our understan
although they do not appear to require any significant revisions to
conclusions reached previously by Card and Hyslop (1997) for the Un
States and by Crawford and Harrison (1998) for Canada. We have made
progress, however, in analysing the implications for market behaviou
wage rigidity at the level of the individual worker. That is, do nominal wa
rigidities result in lower output and higher unemployment at the level of
industry, region, or economy?

The “wage rate” that matters for resource allocation is the wage
cost of labour that governs decisions on labour supply and demand. Ev
there is considerable nominal-wage rigidity, there are various mar
through which employers and employees can adjust to external shocks.
include non-wage compensation, working conditions, and employee ef
The question is whether some of these margins respond to external sho
ways that alter the true underlying wage rate without necessitating a ch
in the nominal wage.

A key conclusion of the careful study by Card and Hyslop (1997) w
that there is a moderate amount of downward wage rigidity in the U
economy. They estimated that downward nominal rigidities in a typical y
in the 1980s “held up” real-wage changes of workers by up to 1 per cen
year. However, their analysis of state-level data found little evidence tha
rate of wage adjustment across local labour markets is more rapid in a h
inflation environment. This result is consistent with the view that nomin
wage rigidities are quantitatively significant, but that the real effects of s
rigidities are reduced by the adjustments of workers and firms on o
margins.

Two papers in this volume analyze the prediction that the Phill
curve should become flatter in a low-inflation environment as downw
wage rigidities constrain a greater number of employers and employ
Farès and Lemieux (2001) estimate real-wage Phillips curves using
data over the period 1981–97. They exploit both the time-series variation
Canada as a whole and the variation in economic conditions ac
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provinces and over time. The aggregate results provide some weak su
for the hypothesis in that the negative relationship estimated for the 198
no longer statistically significant during the low-inflation regime of th
1990s. But their analysis of provincial data provides no support for
prediction of a flatter Phillips curve during the 1990s. Overall, their resu
for Canada tend to reinforce the conclusions of Card and Hyslop (1997
the United States—there is only weak evidence that downward w
rigidities have negative employment consequences in periods of
inflation.

Beaudry and Doyle (2001) study the behaviour of price inflati
versus output gap Phillips curves in Canada and the United States ove
past four decades. Their estimated Phillips curves for Canada and the U
States are roughly similar. They find that in both countries there has be
substantial reduction in the slope of the Phillips curve during the past
decades (since the late 1970s). In addition, a further substantial decli
observed in the 1990s, although it begins somewhat earlier in the Un
States (around 1988) than in Canada (around 1992). The much fl
Phillips curve of the 1990s is consistent with the presence of downw
wage rigidities constraining firm and worker behaviour. The finding that
slope of the relationship declined to a similar extent in both countries d
not fit with expected behaviour, however, given that Canada pursued
achieved much lower rates of inflation.

Beaudry and Doyle attribute the decline in the slope of the Phill
curve to improvements in the process by which central banks gather
react to information about real developments in the economy. They dev
a model in which the monetary authorities are imperfectly informed ab
economic developments and both gather information and set po
optimally given this information. The model implies a reduced-for
Phillips-curve relationship, and the slope of this relationship is predicte
become flatter with improvements in the information-gathering function
the central bank. One reason they prefer this interpretation of the obse
flattening of the price-output Phillips curve in both countries is that
degree of non-linearity of the Phillips curve did not increase during the m
recent lower inflation period, as would be expected if the cause of the fla
slope were downward wage rigidities. The result that the slope of
Phillips curve declined to a similar extent in both Canada and the Un
States also appears to be consistent with the Beaudry-Doyle interpreta

The evidence regarding real consequences of downward w
rigidities in Canada is mixed and inconclusive. The Farès-Lemieux stud
real wage versus unemployment Phillips curves during the 1980s and 1
provides no clear evidence that the relationship has become flatter durin
low-inflation regime of the 1990s. In contrast, Beaudry and Doyle’s study
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price-output Phillips curves over the past four decades finds a substa
decline in the slope of the relationship since the late 1970s, with a fur
marked decline during the 1990s. This outcome is consistent with downw
wage rigidities interfering with relative wage adjustments during the l
inflation regime of the 1990s, but it is also consistent with oth
mechanisms, including the one advanced by Beaudry and Doyle.
finding that the slope of the Phillips-curve relationship has declined t
similar extent in Canada and the United States during the 1990s is m
difficult to reconcile with the wage-rigidity explanation.

Although there is not yet convincing evidence of substantial r
consequences of nominal wage rigidities, I would not go so far as Par
who concludes (quoting Smith, 2000, p. C194) that “We should not look
the labour market as the source of major employment costs of zero infla
that would justify a positive inflation target.” The Canadian experien
during the 1990s—when we pursued low rather than zero inflation—and
fact that we still do not have a convincing explanation for the relatively we
economic conditions experienced during much of that decade, suggest
that it would be dangerous to set inflation targets lower than those no
place.
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In his response to Peter Howitt, Michael Parkin noted a dichotomy betw
“simple,” transparent things that monetary policy should aim for and sho
inform the public of, and the “hard,” complex details that underpin t
policy and that should, in his view, be subject to central bank discretion.
interpreted much of Howitt’s discussion as referring to the complex det
of policy. He argued that the Bank should study the nature of the trade
between the variability of inflation and output and give the public some in
cation of this range.

Charles Freedman stated that the Bank had provided the public
some of the complex details Michael Parkin referred to. In 1991,
example, a background document to the inflation targets spelled out
monetary policy would react to certain supply shocks that might p
inflation away from target. Freedman was uncomfortable with Park
dichotomy, suggesting that it could imply that policy rules used inside
Bank might differ from those publicized outside the Bank. He thought t
the general public would understand inflation targets much better than p
level targets.

William Robson favoured specifying inflation targets as a ran
rather than as a single point. If the target was for a specific level of infla
rather than a range, the Bank would constantly be explaining why it had
hit its target. He noted that much of the Bank’s research appears to trea
inflation target as if it were for a specific level of inflation rather than
range, and he encouraged the Bank to build into its own models
recognition that the target is a range.
General Discussion*
280

*  Prepared by Kim McPhail.
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John Murray asked whether the conventional view that the 1990s
a period of excess supply in Canada could be reconciled with the view
nominal wages are flexible rather than rigid downward. Howitt respon
that the opposite puzzle existed in the United States: Why was inflation t
so stable given such low unemployment? Parkin’s view was that there
been very little excess supply in the 1990s. Instead, the NAIRU had sh
up because of churning in the labour market and changes in unemploy
insurance early in the decade.

Pierre Duguay said that reaction functions that include price le
inflation rates, and the output gap as factors looked like old-style con
rules that incorporated proportional, derivative, and integral factors. Ho
commented that rules that combine price-level and inflation factors
common to most optimal rules.

Jeffrey Fuhrer observed that there was little public support for furt
declines in inflation rates and questioned whether central banks sh
pursue such a policy. Parkin suggested that the current period of
inflation could be temporary. Howitt thought that a policy of price-lev
targeting (as opposed to inflation targeting) could be implemented with
much additional cost to the economy.

Robert Lafrance suggested that the period of successful price-l
targeting in Sweden during the 1930s was achieved mostly through g
luck, not good policy. For example, the Bank of Sweden avoided bank
crises by providing liquidity to the banks; before moving to a fixed exchan
rate, Sweden devalued, thereby generating a trade surplus for most o
decade. Parkin viewed things differently, arguing that some of these fav
able factors in Sweden during the 1930s were the consequence, no
cause, of a successful monetary policy.
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	Appendix
	Optimal Decision Rules and Equilibrium in the Svensson and Dittmar-Gavin Models
	This appendix, which is based on Parkin (2000), probes the free-lunch result and explains why Sve...

	Svensson’s Solution for b
	To derive the central bank’s optimal decision rule, rewrite the aggregate supply function as an i...
	. (A1)
	Use this equation to eliminate the inflation rate from the loss function and obtain:

	           (A2)
	The loss in equation (A2) now depends on only the current and future sequence of output gaps, whi...
	To treat the expected inflation rate as endogenous, use the known properties of the decision rule...

	, (A3)
	where a�=�br/(1 – ab).
	The rational expectation of inflation is found using (A3), and is:

	. (A4)
	Replace the expected inflation rate in equation (A2) with equation (A4) to obtain:

	          . (A5)
	The central bank’s problem now is to choose the current output gap, given its current expectation...

	. (A6)
	Use the aggregate supply equation with the inflation decision rule to obtain:

	, (A7)
	and use equation (A7) in equation (A6) to obtain:

	. (A8)
	Equation (A8), which incorporates the first-order condition, has the same form as equation (A3) a...

	, (A9)
	. (A10)
	It is the solution for a that restricts the range over which this optimal rule applies. For a rea...

	. (A11)
	We’ll examine how restrictive this existence condition is after look- ing at the Dittmar-Gavin so...

	Dittmar-Gavin Solution
	Dittmar and Gavin treat the expected inflation rate as exogenous, so their first-order condition ...
	. (A12)
	For price-level targeting, the equivalent condition is:

	. (A13)
	It is a short step from equation (A12) and equation (A13), together with the aggregate supply fun...

	. (A14)
	Under price-level targeting, a suitably adjusted version of equation�(A14) describes the price le...

	, (A15)
	and under both regimes, the output gap is:

	. (A16)
	The variability of the output gap under both regimes is:

	. (A17)
	The variability of inflation under inflation targeting is:

	, (A18)
	and under price-level targeting is:

	. (A19)

	Calibration and the Variability Trade-offs
	To find the trade-offs between inflation variability and output variability under the two targeti...
	To generate trade-offs and to see how restrictive this existence condition is, we need some param...
	Extending the length of t to a year helps a bit, but not enough. In this case, and . Using these ...
	But, because the available range of l is so small, the Svensson rule can only be used close to th...
	In contrast, the rule that ignores the endogenous inflation expectation can be used for any value...

	Observational Equivalence
	For given l, these two rules are different. But, if the private agents observe the central bank d...
	, (A20)
	where a�=�br/(1 – ab), as before.
	By using this value for l over the range for which the Svensson equilibrium exists, the Dittmar-G...
	Outside the range for which a Svensson solution exists, an appro- priate value of l can deliver o...



	References
	Introduction
	This paper summarizes what we have learned about price stability since the C.D. Howe Institute an...
	This seminar and this paper focus on the first of these issues—setting targets. Based on the curr...
	When our current inflation target ends, the options that we face are: (i) abandon formal targetin...
	My reading is that the current state of knowledge decisively rejects the first option. Targets wo...
	I reach this conclusion by surveying what we have learned from the recent literature in four area...
	In the final section, I return to the ranking of our options.

	1 Lessons from Comparing Targeters and Non-Targeters
	The pursuit of goals for the price level clearly does not require the adoption of formal quantita...
	The most natural way to approach this question is to compare macro- economic performance with and...
	The first and lengthiest is that of Bernanke, Laubach, Mishkin, and Posen (1999), which studies i...
	• to clearly state the goals of monetary policy
	• to establish a framework of accountability
	• to lower the cost of lowering inflation by directly affecting inflation expectations

	Targets appear to achieve the first two goals; however, it is not strongly evident in the work of...
	The other major study, Johnson (1999), has a narrower and sharper focus. It studies five targeter...
	Using direct observations of inflation expectations (of professional forecasters), Johnson finds ...
	Based on Johnson’s work, we can say that inflation targeting does appear to contribute to the tas...
	The macroeconomic performance of the United States and Japan superficially reinforces the lessons...

	2 Price Stability and Output Stability
	There has been a great advance in the clarity with which people now think about the price-stabili...
	At the heart of the matter is the fundamental idea that policy is a process, not an event. This v...
	The specific advances of the past few years are usefully described in terms of four misconception...
	(i) Inflation targets are for “inflation nutters.”
	(ii) Inflation targets are alternative and inferior rules to others, like the Taylor interest rat...
	(iii) Inflation targets create a credibility problem because they conflict with central bank disc...
	(iv) Inflation targets are incompatible with the persistent aggregate supply shocks that are a do...
	2.1 Are inflation targets for inflation nutters?
	Concern over price stability and output stability stems from the same idea. A more stable price l...
	With the new vision of the 1970s came the view of the output- inflation trade-off. There is a nat...
	In the past, some economists thought that setting a target for the behaviour of the price level w...
	Today, economists of all shades realize that targeting the behaviour of the price level is one of...

	2.2 Are inflation targets inferior rules?
	An inflation target is not a rule. It is an objective. Achieving that objective is universally ag...
	Among the reasons why hitting an inflation target is difficult is the fact that the central bank’...
	The central bank may use rules to influence the forecasted macroeconomic outcome. The Taylor inte...

	2.3 Do inflation targets conflict with discretion?
	In the older literature, the rules versus discretion dichotomy addressed questions about the poli...
	In the modern literature, which begins with Kydland and Prescott (1977), rules mean doing the tim...
	Inflation targets are an attempt to solve the older problem of discretion, but not the modern ver...
	Constrained discretion appears to be a good description of how targets actually work. Central ban...
	The inflation targeting approach helps clarify the rules versus discretion debate. Inflation targ...
	This notion of constrained discretion—of leaving the discretion about how to deploy instruments (...


	2.4 Are inflation targets incompatible with persistent aggregate supply shocks?
	Persistent aggregate supply shocks are an important part of the macro- economic landscape. They c...
	A negative supply shock produces stagflation. An inflation target that causes aggregate demand to...
	All wrong! With inflation targeting in a broader framework of macro- economic stabilization, a de...
	There is a supply-shock problem, however. Some supply shocks are the response to technological ch...
	But this problem is present in all economies. And the adoption of an inflation target does not ch...
	To make the ideas that we have just reviewed more concrete, it will be useful to illustrate them ...

	2.5 A formal illustration of inflation targeting
	Lars Svensson has developed a simple macroeconomic model that shows how inflation targeting works...
	. (1)
	Here, is the output gap in the previous period, and is the degree of persistence in the gap. The ...
	The central bank has an inflation target, , and dislikes deviations of the actual inflation rate ...

	. (2)
	In each period, the bank’s “loss” is determined by the square of the deviation of the output gap ...
	There is no commitment technology, and the central bank uses its discretion each period to minimi...
	The solution to the central bank’s problem is a decision rule that allocates the current period s...

	, (3)
	where is chosen optimally by the central bank.
	With this decision rule, the inflation rate and the output gap are:

	, (4)
	, (5)
	and the variability of inflation and the output gap, measured by their uncon- ditional variances,...

	(6)
	. (7)
	The parameter depends on all of the parameters and varies in a systematic way with . A central ba...
	A central bank that places a large weight on output, , sets so that the output gap follows the pa...
	The trade-off between output and inflation variability depends on and on and . These parameter va...
	With these values for r and a, setting b equal to 2/3 gives inflation and the output gap equal va...
	We’ve seen that inflation targeting is a broad framework for pursuing macroeconomic stability tha...



	3 The Price Level vs. the Inflation Rate
	So far, we have thought about price stability in terms of an explicit inflation target. I now tur...
	Figure 2 illustrates and contrasts these two possibilities. A price-level target (part “a”) speci...
	Interestingly, while the choice between these two ways of formula- ting the price-stability objec...
	At the 1993 conference, Scarth (1994, 90) had formulated the question thus: “�Can a once-and-for-...
	Scarth’s conclusion, although derived in an entirely different manner, was consistent with the th...
	This view arose from simulations of small macroeconomic models reported by, among others, Lebow, ...
	Fillion and Tetlow (1994) challenged the intuition behind this conventional view but did not dest...
	The new intuition became that with price-level targeting, an increase in the inflation rate would...
	This is the state of knowledge as summarized insightfully by Pierre Duguay (1994) just after the ...
	Ideas began to change during the mid-1990s with an important paper by Lars Svensson (1999b) that ...
	To make the source of the free lunch as clear as possible, we will follow Svensson and work with ...
	, (8)
	. (9)
	Here, p is the logarithm of the price level. The inflation rate is defined by equation�(8) and th...
	When these definitions are used, the aggregate supply equation�(1) becomes:

	. (10)
	Although it is written in terms of the price level, this equation is exactly the same as equation...
	The central bank’s target for the price level is and the bank now cares about deviations of the a...

	. (11)
	Again, p replaces p, and replaces p*. But equation�(11) is not identical to equation�(2). In equa...
	For inflation targeting, the problem is to minimize equation�(2), subject to equation (1). For pr...
	The price level now follows the path:

	, (12)
	and its variability is described by:

	, (13)
	which is the same as the variance of the inflation rate under an inflation rate target.
	The inflation rate now responds to the change in the output gap as follows:

	, (14)
	and the variability of inflation, measured by the unconditional variance of the inflation rate, is:

	. (15)
	Comparing the variability of inflation under the two alternative targeting regimes, we can see th...
	For the likely value of r = 0.9, the variance of the inflation rate is five times as large when t...
	Svensson’s work raises two questions. First, what is the source of the free lunch? And second, ca...
	The source of the gain is easy to see. Under inflation targeting, the decision rule makes the inf...
	Does the free-lunch result apply to our actual economy? This type of question is always delicate,...
	First, the result is robust to changes in assumptions. Svensson (1999b) shows that it holds for s...
	Second, the free-lunch result holds in the Federal Reserve Board’s large-scale, open-economy, mac...
	Third, a version of the free-lunch result showed up in the work of Black, Macklem, and Rose (1998...

	. (16)
	With t�=�0, this rule targets only the inflation rate. Points on the inflation variability-output...
	Fourth, the historical evidence from the only instance in which price- level targeting was practi...
	In his discussion of the Black et al. paper, Gregor Smith (1998) says that the idea that price-le...
	I think it is clear that Gregor Smith’s example is inappropriate and that the episode in monetary...
	I have noted that credibility is the key to making price-level targeting work. If expectations ar...
	Barnett and Engineer (2001) address this question at some length analytically. And Maclean and Pi...
	It is worth emphasizing that to achieve the free lunch, output should have an autocorrelation gre...


	4 Zero vs. a Positive Inflation
	Targeting the price level carries no implication for the slope of the target path. Should that sl...
	The state of knowledge on the benefits of zero inflation has not changed much since the last conf...
	Major advances in our knowledge have come on the cost side of the calculation. There are three re...
	(i) The measured inflation rate overstates the true inflation rate, and a constant true price lev...
	(ii) Inflation lubricates the labour market and makes it work more efficiently.
	(iii) Nominal interest rates have a zero lower bound, and targeting a stable price level will con...
	4.1 Measurement bias
	The first reason for aiming at a positive inflation rate is easily disposed of on the basis of wh...
	So, if measurement bias were the only reason to contemplate a positive target inflation rate, the...
	But, it would be a relatively simple matter to direct Statistics Canada to construct a “value of ...
	A constant VMI with a range for acceptable deviations would be the price-stability target.

	4.2 Labour market lubricant
	Important work has been done since the last Bank of Canada conference that casts new light on the...
	The labour market lubricant belief is based on the presumption that money-wage rates are downward...
	Conventional wisdom holds that this problem can be avoided by maintaining inflation at a rate tha...
	The efficient lubricant idea came back into prominence in the mid- 1990s with the work of Akerlof...
	This issue was a major one in the Bank’s conference of 1997 as it is in this seminar. It can be a...
	4.2.1 Does downward nominal-wage rigidity exist?
	Crawford and Harrison (1998) provided a careful and comprehensive survey of several Canadian data...
	They also found three facts that point towards flexibility: (i) the wage-change distribution beco...
	Crawford and Harrison, and their discussant, Bowlus (1998), were careful to point out the limitat...
	A recent paper by Jennifer Smith (2000), casts a new light on money- wage rigidity and adds signi...
	The data used are from the British Household Panel Study (BHPS), which interviewed around 10,000 ...
	The inclusion of overtime and bonuses raises the immediate suspicion that they are the sources of...
	To estimate the effect of measurement error, Smith (2000) uses the fact, unique to the BHPS, that...
	To estimate the effect of rounding error, Smith examines the raw pay data to determine for each r...
	To study the effects of long-term contracts, Smith looks at the details of the intervals in month...
	Bringing these three sources of explanation for zero reported wage change together, measurement e...
	Because the sources of zero-change reporting are not independent, they actually account for 90�pe...
	How confidently can we generalize from Smith’s results to other countries and, in particular, to ...
	First, there is similarity in the raw data of the BHPS and the averages in the PSID data used by ...
	Second, in the only other study that has proposed corrections to the zero percentage (Card and Hy...
	Table 2 summarizes the corrections to the percentage rigid suggested by Card and Hyslop, and Smit...
	We cannot conclude with anything approaching certainty that downward nominal-wage rigidity is abs...
	If the above conclusion is correct, the second question concerning the effects of downward rigidi...

	4.2.2 Is there a long-run trade-off between inflation and output?
	Audra Bowlus (1998) notes that even if it were demonstrated conclusively that money-wage rates ar...
	Hogan and Pichette argue that the (good) performance of the Akerlof-Dickens-Perry model in dynami...
	After a review of the literature on the extent of downward nominal- wage rigidity, Farès and Lemi...
	Beaudry and Doyle estimate Canadian Phillips curves and find that the slope has decreased during ...
	More work is always helpful. But, for the present, it appears that, “We should not look to the la...


	4.3 The zero lower bound problem
	Summers (1991) resurrected an old idea previously mentioned by Vickery (1954), Phelps (1972), and...
	Before reviewing the recent literature on this topic, it is worth noting that the zero lower boun...
	Some of the recent literature has pursued the older themes. Goodfriend (2000) recommends that the...
	Other work has operated inside the constraints imposed by interest rate rules. The two most compr...
	Using a small-scale rational-expectations model of the U.S. economy, Orphanides and Wieland calcu...
	Two features of the model used by Orphanides and Wieland play a role in reaching their conclusion...
	Second, Orphanides and Wieland consider the effects of the zero lower bound only for a central ba...
	Reifschneider and Williams address both of these issues. First, they use the large-scale, rationa...
	A large number (12,000 quarters per set) of stochastic simulations were performed to generate dat...
	Using the Taylor rule, the zero lower bound is hit 1�per cent of the time with a 3�per cent infla...
	The Henderson-McKibbin rule hits the zero bound more frequently than the Taylor rule—11�per cent ...
	Reifschneider and Williams also consider an augmented Taylor rule that sets the interest rate in ...
	,

	where i is the funds rate and Z is the accumulated deviation of the funds rate from the Taylor ra...
	This rule delivers almost the same standard deviation of the inflation rate (2.2) and output gap ...
	Although most of the literature dealing with the zero lower bound has studied the effects of usin...
	Efficient rules deliver substantially lower variability of output and inflation than do Taylor-ty...
	No one appears to have studied the performance of an economy in which policy takes into account a...


	5 The Options We Face
	What should we do when the current inflation-target period ends? As I noted in the Introduction, ...
	(i) Permit the formal target to lapse but keep doing the best job possible to attain low inflatio...
	(ii) Reaffirm the existing inflation target and formally commit to it for another fixed term or f...
	(iii) Reaffirm the existing inflation-target rate but formulate it as a target path for the price...
	(iv) Commit to a lower, possibly zero, inflation-target rate formulated as a target path for the ...
	Option (ii) must be declared the winner in the absence of clear and convincing evidence for chang...
	If my summary of the current state of knowledge and my reasoning are correct, the following targe...
	• a formal target for a VMI of 100 on the average
	• publication of the Bank’s estimate of the trade-off between output and inflation variability th...
	• a formal target zone around the trade-off between inflation variability and output variability ...

	Under this regime, the bank would have a major educational responsibility of two dimensions. The ...
	The second would be to explain the fundamental idea that economists well understand but that few ...
	Policy would be monitored as a process. Bank watchers and com- mentators would need to learn that...

	What Have We Learned About Price Stability?
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	During the past decade, the economics profession has come a long way in its thinking about moneta...
	As we began to see how inflation targeting actually works, however, many of us started to warm to...
	One reason for this change in attitudes is that inflation-targeting central banks have not restri...
	Inflation targeting has also allowed central banks to use discretion where it is most useful, nam...
	I am in broad agreement with Parkin on these points. I also welcome his suggestion of having a go...
	There are two points, however, on which I think that the recent literature has not taught us as m...
	(i) Svensson models an inflation-targeting central bank as having no power of commitment, as in t...
	More specifically, according to the Kydland-Prescott analysis, a central bank is constantly tempt...
	This criticism of the Kydland-Prescott analysis is particularly valid in a regime of inflation ta...
	The upshot of this criticism is that, in my view, the Bank of Canada or any of the other inflatio...

	(ii) The main argument in the recent literature supporting price-level targeting is Svensson’s fr...
	, (1)
	where denotes the detrended log of real output, the rate of inflation, and the inflation target. ...

	, (2)
	where denotes the detrended log of capacity output, which is assumed to follow a stationary proce...
	The expectations-augmented Phillips curve (2) implies that monetary policy will be neutral under ...
	However, the uncommitted central bank will be unable to resist the temptation to attempt to offse...
	.

	Therefore, persistence in capacity output will translate into persistent deviations of inflation ...
	It turns out that one way to partially correct for the uncommitted central bank’s overeagerness i...

	, (3)
	where is the log of the price level and is a price-level target. The result of this deliberate mi...
	.

	When there is enough persistence in capacity output, the variability of inflation under price-lev...
	There are several reasons for my skepticism concerning this propo- sition. First, it depends on t...
	More importantly, the free-lunch proposition depends critically on the time-inconsistency framewo...
	This is not to argue that we should go back to regarding price-level targeting as not worth consi...
	Consider, for example, the loss function:
	,

	which takes into account the cost of price-level uncertainty. Suppose further that the Phillips c...
	,

	according to which inflation has a momentum of its own, in accordance with the Fuhrer-Moore argum...
	,

	where and each lie between 0 and 1, and is positive.
	The price-level term in this hybrid policy adds an error correction limiting the degree of long-r...
	Such a hybrid policy need not be much different from inflation targeting as it currently works. I...
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