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Merchant Scrip: Grand River Pulp and Lumber Company
David Bergeron, Curator, Currency Museum

Before banks became established in the more remote 
parts of the country, it was not uncommon for private 
companies to pay their employees with scrip. Between 
1902 and 1911, the Grand River Pulp and Lumber 
Company of Halifax, issued its own notes in denomin-
ations of 5, 10, 25, and 50 cents and $1, $2, and $5 to 
pay lumbermen working at its mill located at the mouth 
of the Grand River (now the Churchill River) in Labrador. 
The area was remote and isolated, and issuing scrip, 
redeemable either in local goods or in currency back 
in Halifax, appeared to be a good solution to avoid the 
risk of shipping coins and notes into the wild. 

Alfred Dickie, a prominent Halifax lumberman and 
politician, established the Grand River Pulp and 
Lumber Company in 1900. With long-term leases on 
500 square kilometres of land around Hamilton Inlet 
in Labrador, Dickie approached the Newfoundland 
government to apply for a timber licence. Little did he 
know that his application would trigger a border dis-
pute between Quebec and Newfoundland. When it 
learned of Dickie’s application, the Quebec govern-
ment intervened, stating that the land in question 
belonged to Quebec. According to the Newfoundland 
legislature, the area that made up Labrador was situ-
ated north of the 52nd degree of latitude and east of 
the 64th degree of longitude, as defi ned in 1876 by 
letters patent. Thus, according to Dickie, the area 
leased by his company was well within Newfoundland’s 
jurisdiction. Newfoundland refused to cancel the 
licence, maintaining its right to the watershed of all 
rivers fl owing into the Atlantic Ocean. 

In 1904, the dispute over the Labrador boundary 
escalated when the Quebec government requested 
that Ottawa present the case to the Judicial Com-
mittee of the Privy Council in London, England. The 
Newfoundland government agreed. The process 
dragged on, with no progress until 1922, when the 
British Privy Council was asked to decide on the 
border for Labrador. The panel of judges became 
mired in the defi nition of “coast,” which was used to 
describe Labrador in the statutes, orders-in-council, 
and proclamations. Contrary to Newfoundland’s 
claim, Canada contended that “coast” referred to a 
strip of land 1.6 km wide along the seashore. In 1927, 
the Privy Council decided in Newfoundland’s favour, 
and Canada accepted the verdict. Newfoundland’s 
entry into Confederation in 1949 confi rmed Labrador’s 
boundary, and in 1971, Quebec cancelled its appeal 
of the 1927 decision. In 1999, the Newfoundland 
House of Assembly passed a resolution renaming the 
province “Newfoundland and Labrador.” 

As Labrador’s only known merchant scrip, the notes 
of the Grand River Pulp and Lumber Company tell a 
remarkable story about a part of Canada that is still 
sparsely inhabited and largely unexplored. The 
National Currency Collection holds a complete set of 
scrip from the Grand River Pulp and Lumber Company.

Photography by Gord Carter, Ottawa.

The image of the map of Labrador on the cover is 
used courtesy of the Centre for Newfoundland 
Studies, Memorial University Libraries.
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Uncertainty permeates the monetary policy 
process across several time dimensions. 
Uncertainty about the future is well known, 

since policy-makers require forecasts of key vari-
ables when making decisions. Uncertainty about the 
present exists in the form of model and parameter 
uncertainty, which can affect the analysis of possible 
policy actions. Finally, there is also uncertainty about 
the past, since key economic variables are subject to 
revision, which can affect the perceived strength of 
the economy.

This special issue presents four articles that deal with 
uncertainty in monetary policy-making and how such 
uncertainty can be potentially minimized. The fi rst two 
articles relate to uncertainty about the future, the third 
to uncertainty about the present, and the fi nal one to 
uncertainty about the past.

Ron Alquist and Elif Arbatli discuss three ways that 
oil-futures prices can improve our understanding of 
current conditions and future prospects in the global 
market for crude oil in “Crude Oil Futures: A Crystal 
Ball?” First, the response of the oil-futures curve can 
be used to identify the persistence of oil-price shocks 
and to obtain an indicator of the rate at which they will 
diminish. Second, the spread between the current 
futures price and the spot price of oil can be inter-
preted as an indicator of the precautionary demand 
for oil. Third, because oil-futures prices are volatile, 
forecasts of the future spot price of oil using futures 
prices should be supplemented with other information 
to improve their accuracy.

In “Infl ation Expectations and the Conduct of Monetary 
Policy: A Review of Recent Evidence and Experience,” 
Rose Cunningham, Brigitte Desroches, and Eric Santor 

explore the role of infl ation expectations in the conduct 
of monetary policy. They review the various measures 
of infl ation expectations used by central banks, 
including surveys and market-based indicators, and 
consider their advantages and disadvantages. They 
examine the critical role of infl ation expectations in 
the framework that central banks use to understand, 
forecast, and control infl ation. They also look at their 
role as an indicator of central bank credibility. The 
behaviour of infl ation expectations over the past two 
years is analyzed, and policy conclusions are offered. 

In “Monetary Policy Rules in an Uncertain Environ-
ment,” Gino Cateau and Stephen Murchison examine 
recent research on the infl uence of various forms of 
economic uncertainty on the performance of different 
classes of monetary policy rules: from simple rules to 
fully optimal monetary policy under commitment. The 
authors explain why uncertainty matters in the design 
of monetary policy rules and provide quantitative 
examples from the recent literature. They also present 
results for several policy rules in ToTEM, the Bank of 
Canada’s main model for projection and analysis, 
including rules that respond to price level, rather than 
to infl ation.

Finally, Greg Tkacz shows in “An Uncertain Past: Data 
Revisions and Monetary Policy in Canada” how many 
important economic variables are subject to revision. 
This article explains how, when, and why such revisions 
occur; how revisions to Canadian gross domestic 
product (GDP) compare with GDP revisions in some 
other countries; which GDP components are subject 
to the largest revisions; and how data revisions can 
affect policy decisions. 

Uncertainty in Monetary Policy-Making
Greg Tkacz, Guest Editor

1 
UNCERTAINTY IN MONETARY POLICY-MAKING

BANK OF CANADA REVIEW    SPRING 2010





The run-up in the price of crude oil since 2002 
and its sharp collapse in the autumn of 2008 
have renewed interest in understanding the 

determinants of spot and futures prices in the oil 
market (Charts 1 and 2). Such shifts highlight the 
importance of understanding the relationship between 
the prices of oil-futures contracts and market expect-
ations. Indeed, it is common for policy-makers and 
market analysts to interpret the price of the crude 
oil-futures contract traded on the New York Mercantile 
Exchange, or NYMEX, as a measure of market 
expectations of the future spot price of oil. In light of 
this widespread use, it is important to understand the 
information that can be recovered from the prices of 
oil futures. Recent studies shed light on the informa-
tion that these prices provide about developments in 
the global crude oil market.

It is common for policy-makers and market • 
analysts to use the prices of crude-oil-futures 
contracts to interpret developments in the global 
crude oil market. Based on recent research, this 
article discusses three ways that oil-futures prices 
can improve our understanding of current condi-
tions and future prospects in this important 
international commodity market.

First, the response of the oil-futures curve can • 
be used to identify the persistence of oil-price 
shocks and to obtain an indicator of the rate at 
which a given shock will diminish.

Second, the spread between the current futures • 
price and the spot price of oil can be interpreted 
as an indicator of the precautionary demand for 
oil.

Third, oil-futures prices can be used to forecast • 
spot prices, but because such forecasts are 
volatile, they should be supplemented with other 
information to improve their accuracy.

Crude Oil Futures: A Crystal Ball?
Ron Alquist and Elif Arbatli, International Economic Analysis

Chart 1: Spot and futures prices for crude oil

a. West Texas Intermediate
Source: NYMEX 
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We begin by reviewing the theory of storage as a way 
to organize thinking about the relationship between 
spot and futures markets. In this type of model, 
commodity processors choose how much of the 
commodity they will use today versus tomorrow and, 
hence, determine the level of the spot price relative to 
the futures price. We then assess whether movements 
in the futures curve capture market expectations of 
the future path of oil prices, as predicted by the theory 
of storage under risk neutrality. Finally, we discuss 
three ways of using the prices of oil futures to under-
stand current developments and future prospects in 
that market: namely, inferring the persistence of shocks 
from the response of the futures curve to shocks in 
the spot price; using the futures-spot spread as an 
indicator of shifts in expectations about future oil-
supply shortfalls; and forecasting the spot price 
of oil in real time, using futures prices.

Price Determination in the Market 

for Crude Oil Futures 

A standard framework for thinking about the deter-
mination of futures prices in the market for crude oil is 
the theory of storage, which is generally applicable to 
markets for storable commodities. The spot price is 
the price at which the commodity is immediately 
available, and the futures price is the price at which 
the commodity is available for delivery at a specifi ed 
future date. Taking the supply of the commodity as 
given, the framework, in its simplest form, assumes 
that risk-neutral commodity processors operate in a 
competitive environment and will optimally choose the 
quantity of the commodity that they wish to consume 

today and the quantity that they wish to store.1 The 
assumption of risk neutrality ensures that the current 
futures price equals the expected spot future price, 
adjusted for the costs and benefi ts associated with 
storing oil and having ready access to it.

In this model, the spread between the spot and futures 
prices adjusts to equate the marginal cost to the 
marginal benefi t of storing a barrel of oil as inventory. 
The difference between contemporaneous spot 
prices and futures prices refl ects the interest foregone 
from storing the commodity, the cost of physical 
storage, and the convenience yield associated with 
holding inventory. The convenience yield is the benefi t 
of holding a barrel of oil as inventory that accrues to 
the fi rm storing oil. It refl ects a precautionary motive 
for holding oil inventory and is assumed to exhibit 
diminishing marginal returns to storing oil.

Economists appeal to the idea of the convenience 
yield to explain an apparent puzzle observed in 
commodity-futures markets. Current futures prices 
often lie below the current spot price—that is, futures 
prices are backwardated—at the same time that fi rms 
carry over stocks of the commodity from one period 
to the next.2 Firms therefore hold stocks at an appar-
ent capital loss. If stocks of a commodity yield 
benefi ts to the fi rm, then it can be rational for a fi rm 
to hold inventories even when the futures market is 
backwardated. That is, the value of having ready 
access to a stock of oil can justify holding inventory 
when the futures curve is in backwardation. The West 
Texas Intermediate oil futures contract—the most 
liquid, widely traded, and closely monitored energy-
futures contract in North America—is frequently in 
backwardation and yet refi ners also hold positive 
levels of inventory (Litzenberger and Rabinowitz 1995).

A convenience yield associated with holding crude 
oil as inventory is consistent with the operational 
requirements of oil refi neries. Because of techno-
logical constraints, oil refi neries have a strong incen-
tive to hold stocks of oil to optimize the production 
of different types of petroleum products (National 
Petroleum Council 2004). Stocks of crude oil give a 

1 This type of model has a long lineage, beginning with Kaldor (1939), 
Working (1949), Brennan (1958), and Gustafson (1958). More recent 
papers include Scheinkman and Schechtman (1983), Williams and 
Wright (1991), Deaton and Laroque (1992), and Ng and Ruge-Murcia 
(2000).

2 When futures prices lie above spot prices, the market is said to 
be in contango. The terms “backwardation” and “contango” 
originated in the London Stock Exchange during the nineteenth 
century. “Backwardation” referred to a fee paid by the seller of a 
security for the right to delay delivery; and “contango” referred to a 
fee paid by the buyer of a security for the right to delay delivery and 
payment.

Chart 2: Futures-spot spread

Source: NYMEX
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refi nery operational fl exibility, and the value of this 
fl exibility can be captured by the convenience yield. 
Considine (1997) fi nds that the convenience yield net 
of interest and physical storage costs is about 20 per 
cent of the spot price on an annual basis.3

Futures Prices and Market 

Expectations

We can use futures prices as a measure of the 
expected spot price and interpret the term structure 
of futures prices as the expected time path of oil 
prices only if futures prices represent the rational 
expectation of the spot price of oil. The argument for 
using futures prices to represent market expectations 
thus relies on the premise that futures prices are 
unbiased predictors of the future spot price of oil. 
The available evidence is broadly consistent with that 
assumption. Although there is some evidence that the 
futures prices are biased predictors of the spot price, 
the bias is small, on average.

The argument for using futures prices 

to represent market expectations 

relies on the premise that futures 

prices are unbiased predictors of the 

future spot price of oil.

Bias and the forecasting effi ciency of 

futures prices

Forecast-effi ciency tests are one way to detect if there 
is bias associated with using futures prices to predict 
the future spot price. The tests involve regressing the 
ex post percentage change in the spot price of oil on 
a constant and the futures-spot spread, the percent-
age difference between the current futures price and 
the current spot price.4 The regression equation is

  , (1)

3 Considine (1997) derives the convenience yield from a crude oil 
refi nery’s dynamic profi t-maximization problem, using disaggregated 
data on the type of petroleum products that refi neries typically 
produce. He fi nds that signifi cant cost savings are associated with 
adjusting oil stocks to minimize variable costs. Apart from a difference 
in sign, the cost savings are equivalent to the convenience yield.

4 Such tests implicitly assume that the goal of market participants 
is identical to that of the econometrician in that they both pick 
parameters  and  to minimize the sum of squared errors. If that 
is not the case, forecast-effi ciency tests are biased in favour of the 
alternative hypothesis (see Elliott, Komunjer, and Timmermann 2005).

where  denotes the ex post change in the log 
spot price;  denotes the log price of a futures 
contract that matures in  months;  denotes the 
current spot price, and   is a random error term. 
If futures prices are unbiased predictors of the future 
spot price, we expect that and .5 It is 
common to interpret failing to reject the null hypoth-
esis that  in such regressions as evidence 
against a time-varying risk premium (see, among 
others, Chernenko, Schwarz, and Wright 2004).

We estimate forecast-effi ciency regressions for 3-, 
6-, and 12-month contracts using data over the period 
January 1989 to August 2009. Table 1 reports the 
results from these regressions. The average bias 
appears to increase monotonically with the maturity 
of the futures contract, but is signifi cantly different 
from zero at only the 12-month horizon. We also fail 
to reject the null hypothesis that  at all horizons. 
These conclusions are very similar to those obtained 
in other studies that have used different subsamples, 
such as Chernenko, Schwarz, and Wright (2004), 
Arbatli (2008), Chinn and Coibion (2009), and Alquist 
and Kilian (2010). This evidence thus indicates that 
treating oil-futures prices as the expected future spot 
price is a good fi rst approximation.

At this juncture it is important to discuss a subtlety 
surrounding statistical tests of predictability that helps 
us to understand the relationship between these 
results and the evidence that futures prices tend to be 

5 It is also possible to adjust for the cost-of-carry by including interest 
rates and the cost of storage. Of the two, only interest rates are 
directly observable, and including them does not affect the 
conclusion. The available evidence on the cost of storage from the 
Energy Information Administration indicates that changes in such 
costs occur at low frequency and, therefore, cannot account for the 
size of the high-frequency fl uctuations in the futures-spot spread.

Table 1: Results of forecast-effi ciency regressions
for oil-futures contracts
January 1989-August 2009

3-month
contract

6-month 
contract

12-month
contract

(p-value)
0.02

(0.29)

0.04

(0.18)

0.09

(0.05)

(p-value)
1.51

(0.46)

0.91

(0.85)

0.79

(0.54)

Reject H0: = 0, No No Yes

Adjusted R-squared 0.03 0.04 0.05

T 246 243 237

Notes: The p-values are based on standard errors that are robust to autocorrelation and 
heteroskedasticity.
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less accurate real-time predictors of the future spot 
price than the no-change forecast.6 If the price of oil 
futures and the conditional expectation of the price of 
oil were equal, then the oil-futures price would be the 
most accurate predictor according to standard 
metrics for measuring forecast accuracy (Granger 1969). 
The forecast-effi ciency tests are consistent with this 
assumption, but they are in-sample tests of predict-
ability that use the full range of data available at a 
point in time. It is also possible to test for predict-
ability using an out-of-sample test. This type of test 
employs a subsample of the available data to conduct 
a real-time forecast that uses data only up to a specifi c 
point in time. It is widely recognized among  forecasters 
that there is no necessary connection between 
detecting signifi cant in-sample predictability and 
detecting signifi cant out-of-sample predictability, 
and the two tests can deliver different inferences (for 
example, Amato and Swanson 2001; Chao, Corradi, 
and Swanson 2001; and Inoue and Kilian 2006). Put 
differently, predictability that exists in a population 
may not be exploitable in real time. This fact explains 
why there is no logical tension between the forecast-
effi ciency regressions and the ability of the futures 
price to predict spot prices out-of-sample.

Other measures of market expectations

Another way to assess whether futures prices for 
crude oil represent market expectations of future 
spot prices is to compare the market expectations 
recovered from futures prices with those provided by 
market commentaries and professional forecasters. 
The comparison provides another source of evidence 
regarding the relationship between futures prices and 
market expectations. One advantage of such a 
comparison is that it permits us to link developments 
in oil markets to movements in futures prices and to 
understand more clearly the relationship between 
real-time developments in the crude oil market and 
futures prices.

Arbatli (2008) compares the market expectations 
obtained from the futures curve with those from two 
other sources: commentaries in the Oil & Gas Journal 
and forecasts published by Consensus Economics. 
The Oil & Gas Journal is a major industry journal that 
contains commentaries on developments affecting 
the spot and futures markets for oil. This  procedure is 
similar to that used in other studies to identify oil-price 
shocks associated with exogenous events (for 
example, Cavallo and Wu 2006). Arbatli identifi es 

6 The no-change forecast uses the current spot price to forecast the 
future spot price.

episodes with large movements in oil prices, because 
such episodes are associated with news about 
underlying supply and demand conditions in the 
global crude oil market, making the relevant events 
easier to detect.

She fi nds that changes predicted by the futures curve, 
as captured by the slope of the curve, coincide with 
the predictions suggested by market commentaries. 
For example, during the Gulf War there was a sharp 
upward spike in the spot price of oil, whereas the 
price of long-horizon futures contracts did not move 
very much. Market commentaries during that episode 
reveal that oil industry analysts expected the change 
in the spot price to be transitory. A similar picture 
emerges from studying the behaviour of oil prices 
during the Asian fi nancial crisis of 1997–98. During 
that period, the spot price fell signifi cantly, whereas 
the price of the long-dated futures contract did not, 
again suggesting that the market perceived the 
decline in oil prices to be transitory. Similarly, Arbatli 
identifi es periods during which expectations of more 
persistent changes in underlying supply and demand 
conditions are detectable in the prices of oil futures. 
During such episodes, the entire futures curve shifts 
up or down. Examples of persistent changes in the 
price of oil are the collapse in prices in 1986 and the 
run-up in prices during 2003–06. Both periods were 
associated with commentaries that emphasized the 
persistent nature of the price changes.

Since interpreting market commentaries requires 
forming a subjective judgment about the implications 
of the statement for the future price of oil, Arbatli 
uses forecasts from Consensus Economics. Chart 3 
reproduces and extends the data from that paper. It 
plots the difference between the forecasts for prices 
12 and 3 months ahead from Consensus Economics 
relative to the current spot price and compares that 
with the difference between prices for 12- and 
3-month oil futures relative to the current spot price 
for the same month. The gap between the 12- and 
3-month-ahead forecasts refl ects what market 
participants expect to happen to prices. A positive 
number indicates that the market expects an increase 
in prices; a negative value indicates an expected 
decrease in prices. The chart shows that there is a 
strong historical correlation between the futures-
based forecasts and those obtained from  professional 
forecasters. In one sense, this fi nding is unsurprising: 
It may simply demonstrate that professional  forecasters 
use futures prices to inform their forecasts. Further-
more, while the correlation between Consensus 
forecasts and futures-based forecasts is high, it is not 
perfect. Evidently, forecasters use futures prices, as 
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well as other sources of information, to predict the 
future path of the price of oil.

Forecasters use futures prices, 

as well as other sources of 

information, to predict the future 

path of the price of oil.

In conjunction with the statistical evidence obtained 
from the forecast-effi ciency regressions, the narrative 
evidence supports the view that futures prices, imper-
fect as they are, provide a way to measure market 
expectations. In the next section, we examine in 
greater detail how to use futures prices to shed light on 
real-time developments in the global crude oil market.

Interpreting the Behaviour of Crude 

Oil Futures Prices

The persistence of price shocks and the 

futures curve

If we assume that the futures curve represents a 
measure of the expected future path of spot prices, it 
can be used to capture expectations about the persis-
tence of shocks to the spot price of oil. Bessembinder 
et al. (1995), for example, estimate the rate at which 
the price of oil reverts to its mean, using the response 
of the slope of the futures curve to a change in the 
spot price. Within their framework, a large response of 
the slope to changes in spot prices suggests a large 
expected mean reversion in spot prices. According to 

estimates presented in the paper, almost half of a 
spot-price shock is expected to be reversed within 
eight months. This estimate of mean reversion is 
consistent with other estimates based on the futures 
curve (see, for example, Arbatli 2008). In a similar vein, 
Schwartz and Smith (2000) use the term structure of 
futures prices to construct a real-time decomposition 
of the spot price into a long-run and a short-run 
component. The identifi cation procedure in that paper 
relies on the assumption that the change in futures 
prices over different maturities constitutes the impulse 
response of the spot price to oil-price shocks. Arbatli 
(2008) uses the same assumption to identify perma-
nent and transitory shocks to oil prices and, hence, to 
summarize the information about the persistence of 
shocks embedded in the futures curve.7

In conjunction with other models, the permanent-
transitory decomposition derived from the futures 
curve provides information that can guide the conduct 
of monetary policy. In general, the optimal response 
of monetary policy to oil-price shocks depends on the 
persistence of the shock, because of lags in the effect 
of monetary policy on the economy. If the oil-price 
shock is expected to be reversed quickly, a more 
aggressive policy response may be destabilizing and, 
therefore, inappropriate. In an oil-exporting country 
like Canada, a persistent increase in the price of oil 
represents a positive terms-of-trade shock that can 
generate a large and persistent real appreciation of 
the exchange rate. Although the appreciation exerts 
downward pressure on prices through less-expensive 
imports, the wealth effect of such a persistent change 
in the price of oil also exerts upward pressure on 
prices. The permanent-transitory decomposition can 
suggest the type of shock to feed into a structural 
macroeconomic model to study the response of the 
economy and, thus, to design the appropriate policy 
response.8 The increasing liquidity in the oil-futures 
market and the expanding range of actively traded 
maturities open up the possibility of using long-dated 
futures contracts to obtain more reliable estimates of 
the persistence of oil-price shocks.

7 Since both papers include a constant in their specifi cation, they 
admit the possibility that futures prices are biased predictors of the 
future spot price.

8 The permanent-transitory decomposition provides an estimate of the 
long-run price of oil and its behaviour over time. It is important to 
recognize that the estimated long-run price is not necessarily an 
estimate of the long-run equilibrium level of the price of oil. The 
reason is that the market for long-horizon contracts is illiquid, and 
therefore the longest maturity contract used in both papers is 
12 months.

Chart 3: Implied change in the spot price of crude oil

Sources: Consensus Economics and NYMEX
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The futures-spot spread and 

precautionary demand

Alquist and Kilian (2010) propose a model in which the 
futures-spot spread may be viewed as an indicator of 
shifts in expectations about future oil-supply short-
falls. In their model, an oil-producing country exports 
oil to an oil-consuming country that uses the oil to 
produce a fi nal good to be traded for oil or consumed 
domestically. Oil importers may insure against uncer-
tainty about oil-supply shocks by holding above-ground 
oil inventories or by buying oil futures. Oil producers 
may sell oil futures to protect against endowment 
uncertainty.

One implication of the model is that increased 
uncertainty about future oil-supply shortfalls 
causes the oil-futures spread to fall and raises the 
current real spot price of oil, as precautionary 
demand for oil inventories increases. Increased 
uncertainty about future oil-supply shortfalls thus 
causes the real price of oil to overshoot and then 
to decline gradually to a new steady-state value 
that is higher than the original one.

Alquist and Kilian present three pieces of evidence 
consistent with the model’s predictions. First, the 
proposed indicator moves as expected during events, 
such as the Persian Gulf War, that a priori should be 
associated with large shifts in the precautionary 
demand for crude oil. They also fi nd evidence of such 
shifts in the spread associated with the Asian fi nancial 
crisis, the attacks on September 11, and the 2003 Iraq 
War. Second, their indicator is highly correlated with 
an independent estimate of the precautionary 
demand component of the spot price of oil that is 
proposed by Kilian (2009). That alternative estimate is 
based on a structural vector autoregressive model of 
the global crude oil market that does not rely on data 
from the market for oil futures. The model  decomposes 
unexpected changes in the real price of oil into 
shocks attributable to changes in the global supply of 
crude oil, shocks to global real economic activity, and 
oil-specifi c demand shocks that can be interpreted as 
precautionary demand shocks (see Kilian 2009). Over 
the period from January 1989 to December 2006, the 
two measures exhibit a very high correlation. Third, 
they show that the overshooting pattern in the 
response of the real price of oil to a precautionary 

demand shock in the Kilian model is consistent with 
the predictions of the theoretical model.9

This evidence lends credibility to the interpretation of 
the futures-spot spread as an indicator of fl uctuations 
in the spot price of oil driven by shifts in the pre-
cautionary demand for crude oil. Although such shifts 
in expectations can be diffi cult to quantify in real time, 
the paper provides a way to interpret such movements 
using readily available price data. The availability of 
such data is especially important in light of the 
evidence presented in Kilian (2009) that the contribu-
tion of oil-supply shocks to changes in the price of 
crude oil has been smaller than previously thought. 
He concludes that demand shocks in general and 
precautionary demand shocks in particular play an 
economically important role in explaining the variabil-
ity of oil prices. Since the data on which Kilian’s 
argument is based are not readily available in real 
time, one can use the futures-spot spread as a 
real-time indicator of the shifts in expectations 
associated with precautionary demand shocks.

Using futures prices to forecast the spot 

price of crude oil

In this section, we survey the evidence on the ability 
of futures prices to forecast the spot price of oil 
out-of-sample.10 The main conclusion is that while 
futures prices tend to produce forecasts that are 
correct on average, such forecasts are also highly 
volatile relative to no-change forecasts. Therefore, 
futures-based forecasts may be very inaccurate at a 
given point in time. The variability of futures-based 
forecasts makes it advisable to use the information 
contained in oil-futures prices in conjunction with 
other types of information when arriving at a judgment 
about the future trajectory of oil prices.

Some early studies found evidence that futures prices 
were accurate out-of-sample predictors of the future 
spot price of oil. Ma (1989) reports that futures prices 
outperform the no-change forecast, as well as other 
simple time-series models, in out-of-sample forecasting 
exercises. Kumar (1992) reaches similar conclusions. 

9 It is important to point out that the economic environment in the 
Alquist and Kilian model is risk neutral. Although risk aversion can 
imply a precautionary motive for holding stocks of crude oil, it is not 
required. For example, a convenience yield can arise from the convex 
adjustment costs of fi rms rather than from the risk aversion of 
consumers (see Pindyck 1994). Thus, the existence of a convenience 
yield is equally consistent with risk-averse and risk-neutral 
preferences.

10 There is a related literature on the use of forward contracts traded in 
currency markets as indicators of the expected spot price of foreign 
currency (see Froot and Thaler 1990).
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He fi nds that futures prices provide more accurate 
forecasts than those obtained from alternative 
time-series models, including the random-walk model.

In a study that uses data through the end of 2003, 
Chernenko, Schwarz, and Wright (2004) provide 
evidence that futures-based forecasts have a margin-
ally lower mean-squared prediction error than the 
no-change forecast. Three related papers are Chinn, 
LeBlanc, and Coibion (2005), Wu and McCallum 
(2005), and Chinn and Coibion (2009). Chinn et al. 
conclude that futures-based forecasts are unbiased 
predictors of the spot price of oil and that they perform 
better than the random-walk forecast according to the 
mean-squared prediction error. Chinn and Coibion 
(2009) update the results from their earlier paper, and 
fi nd that futures prices do not systematically outper-
form the random-walk forecast although they are 
superior to forecasts generated by other types of 
time-series models. Moreover, while Wu and McCallum 
report that futures prices tend to be less accurate 
than the no-change forecast, they also observe that 
spread regressions have a lower mean-squared 
prediction error than the no-change forecast at short 
horizons. Similarly, Coppola (2008) obtains improve-
ments in forecast accuracy only at the 1-month 
horizon, and at longer horizons fi nds no improve-
ments in forecast accuracy compared with the 
no-change forecast.

This evidence seems to suggest that the futures price 
is a useful tool for forecasting the spot price out-of-
sample, at least over certain horizons. But in a compre-
hensive recent study, Alquist and Kilian (2010)  consider 
the price data available from January 1989 through 
February 2007 and conduct out-of-sample forecasts 
using data available in real time. They conclude that 
futures-based forecasts are not more accurate than 
the no-change forecast for horizons out to 12 months. 
This fi nding is robust at all horizons from 1 month to 
12 months and for a range of loss functions, including 
the quadratic and absolute loss functions. In  particular, 
the no-change forecast tends to be more accurate 
than forecasts based on futures prices, other econo-
metric models, and professional survey forecasts of 
the price of oil.

The difference between Alquist and Kilian’s conclu-
sions and those of prior studies can be traced to the 
longer sample period. Sensitivity analysis suggests 
that evidence of accuracy gains, sometimes obtained 
in shorter samples, tends to vanish when the full 
sample is examined. The inability of alternative models 
to forecast more accurately than the random walk 
may also be attributable to a risk premium, so that 

adjusting forecasts by the risk premium can improve 
the model’s ability to forecast out-of-sample (Sadorsky 
2002; Pagano and Pisani 2009). But the forecast-
effi ciency regressions reported in Alquist and Kilian, 
which are qualitatively similar to those reported in this 
article, do not reveal evidence consistent with the 
presence of a risk premium.

Alquist and Kilian document why futures-based 
forecasts are inferior to the no-change forecast. 
Whereas the bias of futures prices relative to the 
no-change forecast is small, the variability around 
the no-change forecast is not. At a point in time, the 
discrepancy between the futures price and the spot 
price may be large and may go in either direction. This 
variability in the deviation of futures prices from spot 
prices, rather than differences in the mean, drive the 
larger mean-squared prediction error of futures-based 
forecasts. Thus, policy-makers and fi nancial analysts 
who use futures prices to forecast the spot price of oil 
will tend to be correct on average, but they will also 
run the risk of obtaining a very inaccurate forecast at 
a given point in time. This conclusion suggests that it 
is important not to rely solely on oil-futures prices to 
predict the future price of oil and instead to use them 
in conjunction with other pieces of information to 
arrive at a view of what the price of oil will be.

Policy-makers and fi nancial analysts 

who use futures prices to forecast the 

spot price of oil will tend to be correct 

on average, but they will also run the 

risk of obtaining a very inaccurate 

forecast at a given point in time.

Although there is no single rule of thumb that guaran-
tees being able to forecast the price of oil reliably, 
forecasters can take consolation in the fact that this 
conclusion is consistent with the views of oil-industry 
experts. For example, in a 2007 speech to petroleum 
economists, Peter Davies, chief economist for British 
Petroleum, noted that “we cannot forecast oil prices 
with any degree of accuracy over any period whether 
short or long” (Davies 2007). Thus, even economists 
with detailed knowledge of the technological and 
geological constraints related to the extraction of oil 
fi nd it challenging to produce accurate forecasts.
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Concluding Remarks

The fi ndings discussed in this article have immediate 
policy implications. The decomposition of oil-price 
shocks into permanent and transitory components 
can be used to estimate the persistence of oil-price 
shocks in real time. Such an estimate can be used 
to simulate the effects of an oil-price shock with 
 particular time-series characteristics. The result of 
such a policy experiment can guide and inform 
decisions about the appropriate response to a given 
type of oil-price shock. Another implication is that one 
should exercise caution in using futures prices to 
forecast the future spot price of oil out-of-sample. 
Such forecasts will be correct on average, but at a 
given point in time they tend to be very inaccurate.

The fi ndings also suggest some avenues for further 
study. A natural next step, for example, would be to 
get a better understanding of the microeconomics of 
storage in the market for crude oil. Given the available 
evidence on the signifi cance of the convenience yield 
in the crude oil market, as well as the importance of 
precautionary demand shocks as a driver of oil-price 
shocks at the macroeconomic level, it makes sense 
to examine the nature and implications of the pre-
cautionary motive for holding stocks of crude oil in 
fi ner detail. Studying the incentives facing oil refi neries 
for storing oil would shed light on both the details of 
this important commodity market, as well as on the 
wider implications of the decision to store oil.
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Infl ation Expectations and 
the Conduct of Monetary Policy: 
A Review of Recent Evidence 
and Experience 
Rose Cunningham, Brigitte Desroches, and Eric Santor, International Economic Analysis

Infl ation expectations play a critical role in the • 
conduct of monetary policy, providing timely and 
useful information with respect to the central 
bank’s credibility. Infl ation expectations are a key 
determinant of actual infl ation and are thus a 
crucial part of the analysis used by many central 
banks to generate infl ation forecasts.

Infl ation expectations in countries with explicit • 
infl ation-targeting monetary policy regimes appear 
to be more forward looking and better anchored. 
During the 2008–09 period, despite the high 
volatility of short-term infl ation expectations, 
expectations for longer-term infl ation remained 
well anchored. 

As central banks seek to withdraw from the • 
extraordinary measures enacted during the crisis, 
infl ation expectations will be monitored closely.

Maintaining price stability is the key objective of 
most central banks, and the recent fi nancial 
crisis and global recession have produced 

important upside and downside risks to price stability. 
On the upside, infl ationary pressure could emerge if 
monetary policy rates are left too low for too long, 
if extraordinary measures are withdrawn too slowly, 
or if fi scal budgets are not consolidated in a timely 
manner. On the downside are defl ationary pressures 
from substantial and prolonged output gaps. Managing 
these respective risks to price stability is a key concern 
for central banks, and infl ation expectations can 
provide them with important information as they 
consider exit strategies from extraordinary measures 
and the normalization of monetary policy. Moreover, 
to achieve their goal of price stability on an ongoing 
basis, it is crucial that central banks manage infl ation 
expectations through policy actions. 

This article explores the role of infl ation expectations 
in the conduct of monetary policy. First, we review the 
various measures of infl ation expectations that are used 
by central banks, including survey- and market-based 
indicators, and consider their respective advantages 
and disadvantages. Second, we examine why infl ation 
expectations are so important in the conduct of 
monetary policy: namely, their crucial role in the 
framework used by central banks to understand, 
forecast, and control infl ation. We then explore the 
role of infl ation expectations as an indicator of central 
bank credibility. Simply, if economic agents view the 
central bank as credible, infl ation expectations are more 
likely to be well anchored, further enhancing the effect-
iveness of monetary policy. Interestingly, institutional 
arrangements, such as adopting infl ation targeting, 
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appear to enhance credibility. The importance of 
credibility is highlighted in the presence of infl ation 
shocks: well-anchored infl ation expectations can help 
the central bank look past temporary shocks to infl ation, 
and required adjustments to the central bank’s monetary 
policy instruments are also greatly reduced. 

To shed further light on this subject, we analyze the 
behaviour of infl ation, and infl ation expectations, 
through the lens of the past two years—a challenging 
episode for central banks, as infl ation quickly rose and 
then fell through 2008 and 2009. We note, however, 
that infl ation expectations in most countries remained 
remarkably well anchored, despite the massive shocks 
that were affecting the economy, thus demonstrating 
the credibility of many central banks. In addition, the 
maintenance of well-anchored infl ation expectations 
assisted the recovery, as the economy avoided a 
potentially destabilizing defl ationary spiral. Thus, the 
episode provides valuable lessons with respect to the 
critical importance of credibility and well-anchored 
infl ation expectations in the conduct of monetary 
policy. From this experience, we offer policy conclu-
sions and note the need to improve measures of 
infl ation expectations. We also highlight the need to 
better understand how households and fi rms form 
infl ation expectations, and how those expectations 
affect price formation. 

Measuring Infl ation Expectations

Before examining the importance of infl ation expecta-
tions in the conduct of monetary policy, it is necessary 
to look at how they are measured in practice. There are 
two main sources of information on infl ation expecta-
tions: surveys and markets. Their relative strengths 
and weaknesses are considered in turn. 

Surveys 

Surveys of infl ation expectations consider three 
types of respondents: households, businesses, and 
professionals (the latter are often referred to as market 
participants or experts). Table 1 lists the most com-
monly referenced surveys, together with details on 
their structure.1 Surveys typically ask respondents 
what they expect infl ation to be in the next 4 to 
8 quarters and in the next 5 to 10 years. Survey 
frequency varies from monthly to semi-annually, and 

1 For further detail on the Michigan survey, the Livingston Survey, and 
the Survey of Professional Forecasters, see Curtin (1996), Croushore 
(1997), and Croushore (1993), respectively.

most are available from the 1990s onwards.2 Studies 
of infl ation expectations typically focus on the median 
range as the relevant indicator, since extreme obser-
vations may not be particularly informative. Disagree-
ment among respondents to the same survey can be 
useful at times, however, since it can be interpreted as 
disagreement in the population or as a proxy for 
infl ation uncertainty (Mankiw, Reis, and Wolfers 
2003).3 

There are two main sources of 

information on infl ation expectations: 

surveys and markets.

Most surveys are conducted at the national level: for 
example, in the United States, the Survey of Profes-
sional Forecasters, conducted quarterly by the 
Federal Reserve Bank of Philadelphia. Other examples 
include surveys by the University of Michigan, the 
Banco Central do Brasil, and the Bank of Japan. In 
Canada, the Conference Board of Canada conducts 
its Survey of Forecasters each quarter. The Confer-
ence Board forecasts are on a calendar-year basis, 
and the survey reports only the mean of respondents’ 
infl ation forecasts. The Bank of Canada’s quarterly 
Business Outlook Survey reports on consultations 
with about 100 fi rms across Canada in sectors that 
broadly refl ect the composition of the GDP. The survey 
asks fi rms their forecasts of annual consumer price 
index (CPI) infl ation over the next two years, and 
reports the responses grouped into four ranges: 
below 1 per cent, 1 to 2 per cent, 2 to 3 per cent, 
and above 3 per cent.4 

International surveys, such as Blue Chip Economic 
Indicators, the IFO World Economic Survey, and 
Consensus Economics’ Consensus Forecast, allow 
for cross-country comparisons. The most widely used 
is the Consensus Forecast, which surveys a large 
cross-section of professional forecasters (currently 
more than 700 worldwide in more than 85 countries, 
including Canada), asking each one their predictions 

2 The Michigan Survey of Consumer Attitudes and Behavior has been 
conducted quarterly since 1946, even though for the fi rst 20 years 
respondents were asked only whether they expected prices to rise, 
fall, or stay the same.

3 Disagreement about the future path of infl ation tends to rise with 
the infl ation rate or when infl ation changes sharply. Surveys of 
consumers usually reveal greater disagreement than surveys of 
economists, which show a smaller range of estimates across 
respondents.

4 The question on infl ation expectations in its current form has been 
part of the survey since 2001.
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Table 1: Surveys of infl ation expectations

Survey Participants Start date Frequency Organization Measures of infl ation expectations and horizon

United States

Michigan Survey of 
Consumer Attitudes 

500 to 700 

consumers

1978 Monthly University of Michigan Expected change in prices 12 months ahead

Survey of Professional 
Forecasters 

34 

professionals

1981 Quarterly Federal Reserve 

Bank of Philadelphia 

GDP defl ator, CPI, PCE, and Core PCE: 

6 quarters ahead, 5 and 10 years ahead

Livingston Survey 48 

professionals

1946 Semi-annually Federal Reserve 

Bank of Philadelphia 

CPI: current quarter, 2 quarters ahead, 4 quarters ahead

Europe

Survey of Professional 
Forecasters

59 

professionals

1999 Quarterly European Central Bank CPI: point estimates and density forecasts 

for 1 year ahead, 2 years ahead, and 5 years ahead

European Commission 
Consumer Survey

39,900 

consumers

1985 Monthly European Commission Expected changes in consumer prices 12 months ahead

United Kingdom

Bank of England- 
GfK/NOP

2,000 

consumers

2001 Quarterly Bank of England 

and GfK/NOP

Expected change in shop prices 12 months ahead

Citigroup/YouGov 2,000 

consumers

2005 Monthly YouGov/Citigroup Expected change in consumer prices of goods 

12 months ahead 

Canada

Survey of Forecasters 500 fi rms 1985 Quarterly Conference Board 

of Canada

Percentage of fi rms expecting price increases 

over the next 6 months and for the next calendar year

Business Outlook 
Survey

100 fi rms 1997 Quarterly Bank of Canada Expected annual rate of CPI infl ation for the next 2 years

Japan

Bank of Japan Survey 3,000 

consumers

1993 Quarterly Bank of Japan Qualitative: will prices go up, down, or stay the same? 

And reference prices for judging change

Other

IFO World Economic 
Survey

1,000 

professionals in 

90 countries

1991 Quarterly IFO Research Center, w. 

support from the 

European Commission

Expected infl ation 6 months ahead

Consensus Economics 700 

professionals in 

85 countries

1989 Monthly Consensus 

Economics Inc.

 Infl ation for the current year, 

for next year, and for 5 to 10 years

Blue Chip Economic 
Indicators 

50 

professionals

1976 Monthly Aspen Publishers Infl ation 0 to 7 quarters ahead for the United States, 

1 to 2 years ahead for other major economies

Banco do Brasil 
Business Survey

1,000 

professionals 

2001 Daily Banco do Brasil IPCA infl ation over the next 12 months
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for growth, infl ation, unemployment, and short- and 
long-term interest rates. 

Market-based measures 

Infl ation expectations can also be inferred from asset 
prices, such as break-even infl ation rates (BEIRs).5 
The break-even infl ation rate is the difference between 
the nominal yield on a fi xed-rate bond and the real 
yield on an infl ation-linked (or real return) bond of the 
same term and maturity. Real return bonds, such as 
U.S. Treasury Infl ation-Protected Securities (TIPS) 
differ from non-indexed debt securities in that their 
principal is adjusted for changes in a specifi ed price 
index.6 Such indexation protects the purchasing 
power of the principal, which will have the same real 
value at maturity in terms of the power to buy items in 
a consumption basket as when the security was 
originally issued. BEIRs are easily derived for the 
United States and the United Kingdom, which have 
the deepest and most liquid markets for both nominal 
and real return bonds and issue at a wide range of 
maturity points (and hence the longest time series for 
the widest range of forecast horizons). Break-even 
infl ation rates can also be calculated for Canada, 
France, and some other industrialized countries, but 
the data are much more limited. 

Advantages and disadvantages

Both measures of infl ation expectations have advan-
tages and disadvantages. Survey measures have 
three main advantages: (i) the breadth of coverage is 
large, including market participants, businesses, and 
households; (ii) some surveys have been conducted 
for many decades, allowing comparative analysis from 
previous infl ationary (or defl ationary) episodes; and 
(iii) surveys minimize market distortions, because they 
avoid certain biases, such as liquidity risk, infl ation 
risk, and institutional distortions, that can affect 
market-based measures.

Surveys also have several shortcomings: (i) they are 
often conducted only quarterly or semi-annually and 
may therefore miss recent changes in infl ation expect-
ations. There are also lags between the time they are 
taken and publication of their results; (ii) surveys may 
be biased, since households may overweight price 
changes for frequently purchased goods and services, 

5 Infl ation-indexed swaps could also be used to infer infl ation 
expectations. An infl ation-indexed swap is a derivative instrument 
where the payments under the contract depend on the value of an 
infl ation index, such as the CPI. 

6 In most cases, the index used is the CPI. A notable exception is the 
United Kingdom, where the Retail Prices Index is used.

such as gasoline and food;7 (iii) comparison of survey 
results across countries is diffi cult, given differences 
in survey methodologies; (iv) responses are equally 
weighted, irrespective of respondents’ ability to 
forecast infl ation; and (v) the answers of some survey 
respondents may be strategic: market participants 
may have incentives not to reveal private information 
and thus tend towards consensus forecasts.

Data from market-based measures have many 
advantages.8 First, BEIRs and various other measures 
of infl ation expectations derived from asset prices are 
available daily. Second, market-based measures may 
refl ect agents’ expectations more accurately, since 
market participants “vote” with real money.9 In addition, 
depending on the breadth and depth of the relevant 
markets, market-based measures can reveal infl ation 
expectations across a wider range of forecast horizons 
than surveys. 

There are, however, some concerns with BEIRs. They 
may suffer from the fact that the liquidity characteris-
tics of the two instruments (nominal and real return 
bonds) differ considerably: while there are deep and 
liquid markets for regular, nominal return bonds, this is 
less true for real return bonds, and their implied yield 
may therefore be biased because of a variable liquidity 
premium between the two.10 Moreover, during times 
of market stress, a fl ight to quality might distort 
nominal yields disproportionately.11 Institutional 
factors and self-selection may also distort the infor-
mation content of BEIRs, since some investors, such 
as pension funds and insurance fi rms, may have 
strong preferences for real return bonds,12 thus 
leading to a premium for those bonds. In addition, 
BEIRs might suffer from mismatched cash fl ows. 
While coupon payments on nominal bonds are fi xed, 
those on real return bonds rise with infl ation. This 
means that each bond will react differently to changes 
in the expected path and variance of the infl ation rate, 
biasing the BEIR. Finally, if the term structure of 

7 Thomas (1999) and Mehra (2002) suggest that the bias in survey 
forecasts may vary across accelerating versus decelerating infl ation 
environments or across the business cycle.

8 For more details, see Christensen, Dion, and Reid (2004).
9 This is important in the current environment, since feedback 

between expectations of defl ation and postponed consumption and 
investment would begin only if people act on those expectations.

10 In some markets, infl ation-indexed swaps are more liquid than real 
return bonds, which suggests that infl ation-indexed swaps may be a 
more reliable measure of infl ation expectations.

11 During the fi nancial crisis in 2008, the fl ight to safety implied a large 
premium for nominal bonds, leading to a large distortion in the BEIR.

12 For example, insurance fi rms may need to hedge liabilities that are 
indexed to infl ation.
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infl ation expectations is not fl at, BEIRS will be biased, 
and this bias will be greater at shorter horizons.13

Are survey and market measures able to give a reliable 
picture of current infl ation expectations? In the 
Canadian context, Christensen, Dion, and Reid (2004) 
fi nd that the BEIR in Canada is not a reliable measure 
of infl ation expectations because of the maturity and 
liquidity characteristics of Real Return Bonds. Simply, 
Canada’s Real Return Bonds have a 30-year maturity 
and are considerably less liquid than conventional 
30-year bonds, which leads to frequent distortions in 
the measure of expected infl ation. For the United States, 
Ang, Bekaert, and Wei (2007) fi nd that survey data 
outperform market-based measures, times-series 
ARIMA models, and regressions using data on real 
economic activity. Consequently, the most recent 
evidence suggests that surveys may be a more reliable 
guide to infl ation expectations for the United States 
and Canada.

Infl ation Expectations and 

Monetary Policy

Measures of infl ation expectations play a key role in 
the conduct of monetary policy since they provide 
useful signals with respect to the credibility of the 
central bank and its long-run infl ation objective. 
Infl ation expectations are also a crucial part of the 
analysis used by many central banks to generate 
infl ation forecasts. Infl ation expectations are one of 
the main drivers of current infl ation, because expected 
infl ation infl uences current wage negotiations, price 
setting, and fi nancial contracting for investment. 
Because of this link, central banks can affect current 
and future infl ation by better anchoring agents’ 
expectations of long-term infl ation. 

Infl ation expectations and central bank 

credibility 

The analytical framework used by most central banks 
assumes that economic agents are mainly forward 
looking and rational, which has strongly infl uenced the 
design of monetary policy (Bernanke 2007). In this 
framework (and in practice), central banks can manage 
and stabilize infl ation expectations, and hence infl ation, 
through various factors, including the choice of policy 
regime, their actions, and their communications. For 
instance, an infl ation-targeting regime in which the 
central bank commits to keep infl ation at a specifi c 

13 A detailed explanation of this phenomenon can be found in 
Christensen, Dion, and Reid (2004).

rate or range over a specifi ed period provides a clear, 
measurable commitment and a performance target. 
This policy commitment sends a clear signal to the 
public and to market participants about the priority of 
monetary policy and thus helps to anchor infl ation 
expectations.14 But having the correct regime is not 
enough: delivery is key. Credibility requires policy 
actions (Mishkin 2007), since these actions demon-
strate the central bank’s commitment to price stability 
and its ability to achieve it—making infl ation expecta-
tions relatively insensitive to incoming data. Lastly, 
central banks can improve their credibility through 
clear and effective communication. Clarity about the 
goals of the central bank, and how it plans to achieve 
them, can further anchor infl ation expectations, and 
thus infl ation.

Central banks can affect current 

and future infl ation by better 

anchoring agents’ expectations 

of long-term infl ation. 

A review of the empirical literature

The theoretical basis for the use of infl ation expecta-
tions is clear: well-anchored infl ation expectations can 
help the central bank achieve its infl ation objective. 
Whether this is true in practice is essentially an 
empirical question. To this end, there is a large 
literature on the interaction between infl ation, infl ation 
expectations, and the conduct of monetary policy. 

Infl ation persistence and infl ation expectations

Infl ation persistence or inertia is of concern to central 
banks, since it can inhibit the bank’s ability to achieve 
its infl ation objective. In particular, high persistence may 
suggest that economic agents form infl ation expecta-
tions in a backward-looking (instead of forward-look-
ing) manner. Backward-looking infl ation expectations 
could therefore indicate that a central bank’s credibil-
ity is low, potentially impairing the effi cacy of its actions. 
Not surprisingly, postwar infl ation data suggest that 
infl ation has often tended to be highly correlated with 
lagged infl ation; i.e., there is persistence in observed 
infl ation. While some persistence may be intrinsic to 
an economy, the level will likely decline if expectations 

14 Price-level targeting could have a further stabilizing effect on 
infl ation expectations, and this has been an area of active research 
by the Bank of Canada. See Ambler (2009) for a review of the 
research. 
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become more forward looking as a result of more 
credible monetary policy (Woodford 2006). Simply, 
the greater the importance of forward-looking 
expectations, the less persistent infl ation should be 
(Rudd and Whelan 2007; Sims 2008).15 Consequently, 
the question arises as to whether the institutional 
framework for monetary policy, through its effect on 
infl ation expectations, can lower infl ation persistence.

Many have argued that a simple way to make agents 
more forward looking is to introduce an infl ation target. 
Several recent empirical studies test whether the 
institutional framework affects infl ation persistence. 
Benati (2008) considers several alternative monetary 
policy regimes in a recent cross-country study, and 
fi nds that for infl ation-targeting (IT) countries—Canada, 
Sweden, the United Kingdom, and New Zealand—
infl ation was persistent prior to the adoption of the IT 
regime. But since the adoption of IT, lagged infl ation is 
no longer a statistically signifi cant predictor of current 
infl ation: i.e., persistence has declined. Likewise, 
infl ation persistence in the euro area has declined 
since the adoption of the euro.16 More recently, 
Mendes and Murchison (2009–10) examine infl ation 
persistence in Canada and also fi nd a substantial 
decline in persistence relative to the 1980s. They 
emphasize the importance of the adoption of the IT 
target in 1991. Results for the United States are more 
ambiguous, however, and seem sensitive to which 
measure of infl ation is used. Benati (2008) fi nds that 
infl ation measured by the GDP defl ator and the 
Personal Consumption Expenditures (PCE) price 
index shows considerable persistence in the United 
States, even after 1995, while estimates of CPI 
infl ation show almost no persistence. Benati’s study 
and others suggest that past infl ation experience 
infl uences current infl ation, as well as expectations 

15 This literature also includes related work by Altissimo, Mojon, and 
Zaffaroni (2009); Cechetti et al. (2007); and Kozicki and Tinsley 
(2003). The appropriate interpretation for the persistence of infl ation 
is the source of an ongoing debate, particularly among Woodford 
(2006) and Rudd and Whelan (2007). While Rudd and Whelan are 
skeptical of rational expectations to describe how expectations are 
formed, they nevertheless emphasize that the role of expectations in 
the infl ation process is “crucial” (p.32).

16 The number and timing of policy regimes is exogenously determined 
in Benati’s model, and he assumes a single regime from 1971 to 
1991. Benati’s fi ndings of very high infl ation persistence in pre-IT 
periods may refl ect a failure to adequately control for changes in 
trend infl ation for Canada. Crawford, Meh, and Terajima (2009) allow 
for endogenous timing of regime changes and fi nd that prior to 
infl ation targeting Canada’s infl ation persistence was considerably 
lower than Benati’s estimate.  

about future infl ation.17 However, the extent of this 
infl uence appears to decline substantially as the 
monetary policy regime’s commitment to price 
stability strengthens.18 

Anchoring infl ation expectations 

As discussed above, uncertainty about the central 
bank’s objective, or its commitment to a target, can 
affect expectations of long-run infl ation. A key argu-
ment in favour of infl ation targeting is that it leads to 
better anchoring of infl ation expectations. Several 
studies empirically test this assertion, which is also 
an implication of the rational-expectations model: if 
expectations are perfectly anchored, then long-run 
infl ation expectations should not respond to current 
infl ation (especially periods of higher-than-expected 
current infl ation) or to other news about macro-
economic conditions. 

Empirical studies on the United States generally fi nd that 
its infl ation expectations have become more stable since 
the early 1980s, but they remain somewhat sensitive 
to current shocks. Stock and Watson (2007) fi nd that 
changes in the trend component of U.S. infl ation are 
highly persistent, but that the variation in trend infl ation 
has declined substantially since 1983. This implies that 
unexpected changes to infl ation are much less likely 
to persist in the United States than in the past and, 
thus, that infl ation expectations have become better 
anchored. Likewise, the response of infl ation expecta-
tions to shocks from the macroeconomy and from 
monetary policy has declined over the period, as has 
the volatility of infl ation expectations (Clark and Davig 
2008). Nevertheless, there remains enough variability 
in trend U.S. infl ation for Bernanke (2007) to conclude 
that infl ation expectations continue to be imperfectly 
anchored. 

17 Other evidence for the United States is mixed: Rudd and Whelan 
(2007) do not fi nd that U.S. infl ation is less persistent after the 
Volcker disinfl ation. This is consistent with research by Kozicki and 
Tinsley (2005, 2009), who fi nd that it took a considerable period to 
build monetary policy credibility following the Great Infl ation of the 
1970s. They argue that this was partly due to the lack of a clear 
infl ation target. Cogley and Sbordone (2005, 2008), however, fi nd 
that infl ation persistence in the United States is minimal after 
controlling for shifts in trend infl ation.

18 Improvements in central bank credibility appear to be linked primarily 
to the choice of an infl ation-targeting regime, rather than to additional 
communication or transparency. A few central banks, in the belief 
that greater transparency would help anchor expectations, have 
published their policy interest rate path. Andersson and Hofmann 
(2009) assess whether these forward guidance strategies of the 
central banks of New Zealand, Norway, and Sweden have helped 
anchor expectations of long-term infl ation. They fi nd that all three 
countries already had well-anchored infl ation expectations and that 
publishing the interest rate path, on its own, did not improve the 
degree to which those expectations were anchored.
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Market-based measures of U.S. infl ation expectations 
also suggest imperfect anchoring: Gürkaynak, Sack, 
and Swanson (2005) demonstrate that forward U.S. 
interest rates at long horizons react signifi cantly to 
various macroeconomic and monetary policy sur-
prises. Similarly, Potter and Rosenberg (2007) fi nd 
that shocks to short-run infl ation expectations (2 to 
5 years) continue to pass through to measures of 
long-run infl ation expectations (9 to 10 years). 

Kozicki and Tinsley (2005, 2009) study the Great 
Infl ation of the 1970s and the post-Volcker disinfl ation 
period in detail, and conclude that the lack of an 
explicit monetary policy objective in the United States 
contributed to unanchored infl ation expectations well 
into the late 1980s. In contrast, they show that after 
the Bundesbank announced medium-term targets for 
money growth in the mid-1970s, bond market measures 
of German infl ation expectations soon began to track 
the Bundesbank’s target.19 Kozicki and Tinsley (2005) 
fi nd that private sector expectations were slow to adjust 
to the lower-infl ation regime in the United States, even 
though actual infl ation declined quite quickly after 1979. 
They interpret their results as consistent with an initial 
lack of credibility regarding the Federal Reserve’s long-
term commitment to low and stable infl ation following 
the high-infl ation episodes in the 1970s and 1980s.

Several cross-country studies 

indicate that, as with infl ation 

persistence, infl ation expectations 

seem better anchored in countries 

with infl ation-targeting regimes. 

Recent international comparisons also provide evidence 
on the importance of the monetary policy regime for 
anchoring expectations. Several cross-country studies 
indicate that, as with infl ation persistence, infl ation 
expectations seem better anchored in countries with 
infl ation-targeting regimes. These studies fi nd that, 
unlike non-targeting countries, infl ation expectations 
in IT countries, such as Canada, the United Kingdom, 
and Sweden, are not correlated to actual infl ation, nor 
are they as sensitive to macroeconomic news or 

19 At the end of 1974, the Bundesbank began a regime offi cially 
described as money targeting; however, Bernanke and Mihov (1997) 
argue that infl ation, rather than money growth, seemed to be the 
actual target variable.

monetary policy surprises.20 Overall, the existing 
research implies that expectations of long-term 
infl ation in the United States are stable but imperfectly 
anchored, while countries with explicit infl ation targets 
appear to have better-anchored expectations of 
long-term infl ation. Moreover, better-anchored infl ation 
expectations lead to lower infl ation persistence.

Other infl uences on infl ation expectations

The importance of credibility and the monetary policy 
regime for anchoring infl ation expectations may ignore 
other important features of the infl ation process, such 
as relative prices, especially those for food and energy, 
which are beyond the immediate control of the central 
bank. Clark and Davig (2008) fi nd that shocks to food 
prices have a signifi cant and persistent effect on 
expectations of long-run infl ation in the United States. 
Energy prices, however, were not found to have a 
signifi cant impact.21 Galati, Poelhekke, and Zhou (2008) 
test whether the sharp increases in food and commodity 
prices that occurred between 2006 and mid-2008 led 
to a de-anchoring of infl ation expectations in the euro 
area. Employing market data on interest rate swaps 
and infl ation swaps (a more liquid market than infl ation-
indexed bonds) to measure infl ation expectations in 
the euro area, they fi nd evidence that infl ation expect-
ations became more sensitive to infl ation news after 
June 2007, suggesting some drift in the infl ation 
expectations of market participants away from the 
ECB’s target. This evidence suggests that policy-
makers must not take well-anchored infl ation expect-
ations for granted.

Recent Trends in Infl ation 

Expectations

The 2008–09 period provides an excellent lens 
through which to examine the importance of infl ation 
expectations for the conduct of monetary policy. 

Survey data: History and the crisis

The historical behaviour of infl ation expectations has 
evolved largely in line with the theory presented above: 
as central bank credibility has improved, infl ation 

20 See for example, Levin, Natalucci, and Piger (2004); Gürkaynak, 
Levin, and Swanson (2006); Gürkaynak et al. (2006); and Beechey, 
Johannsen, and Levin (2008).

21 The authors point out that energy prices are volatile and that 
forecasters may, therefore, expect their movements to be transitory 
and may not place much weight on price changes. Food prices, 
however, tend to be more persistent and also make up a larger share 
of the CPI basket, which may lead forecasters to incorporate 
food-price movements into their expectations more readily. 
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expectations have become better anchored. Table 2 
presents the mean and standard deviation for actual 
CPI infl ation and for infl ation expectations 4 quarters 
ahead, 8 quarters ahead, and 5 to 10 years ahead, for 
seven advanced economies and the euro area. The 
data are divided into three periods: period I ranges 
from the second half of 1994 to the fi rst half of 1999, 
period II from the second half of 1999 to the fi rst half 
of 2004, and period III from the second half of 2004 
to the fi rst half of 2009. As a general trend, the mean 
and variance of infl ation expectations converged over 
time to the mean and variance of actual infl ation, 
especially in the 1994–99 and 1999–2004 periods. 
Moreover, as the forecast horizon becomes longer, 
expectations are much closer to actual infl ation. 
Importantly, as a potential signal of growing central 
bank credibility and well–anchored infl ation expecta-
tions, the standard deviation of the infl ation forecasts 
5 to 10 years ahead for most countries has fallen 
sharply over the past 10 years. Canada is an exception, 

since infl ation expectations and actual infl ation had 
already fallen signifi cantly by 1994, and therefore the 
improvement over the periods considered in the table 
is smaller than for other countries. 

An examination of more recent data provides 
valuable insights into the importance of well-anchored 
infl ation expectations. Survey data from Consensus 
Economics for Canada, the United States, the United 
Kingdom, and the euro area show that since 2007, 
expectations of short-run infl ation have been quite 
volatile (Chart 1). In particular, the sharp and seem-
ingly persistent rise in energy, food, and commodity 
prices in 2008 led to higher headline infl ation, a 
feature that was refl ected in rising expectations of 
shorter-term infl ation. For example, in mid-2008, 
expectations for infl ation 4 quarters ahead reached 
more than 3 per cent in the United States and the 
United Kingdom, over 2.5 per cent in the euro area, 
and increased in Canada but to slightly less than 

Table 2: The development of infl ation and infl ation expectations

Canada Euro area Japan Norway Sweden Switzerland United Kingdom United States

mean std. dev mean std. dev mean std. dev mean std. dev mean std. dev mean std. dev mean std. dev mean std. dev

Actual Infl ation 
(CPI y/y)
 

I 1.4 0.7 1.8 0.6 0.5 0.9 2.1 0.6 0.9 1.2 0.7 0.6 2.0 0.5 2.4 0.6

II 2.4 0.9 2.1 0.4 -0.6 0.4 2.2 1.4 1.6 0.9 0.9 0.5 1.2 0.3 2.5 0.8

III 2.0 0.7 2.2 0.8 0.2 0.8 2.1 1.2 1.6 1.3 1.2 0.9 2.5 0.8 2.9 1.6

Expected infl ation 
4 quarters ahead
 
 

I 1.8 0.3 - - 0.4 0.6 2.9 0.4 2.0 1.1 1.0 0.2 2.8 0.5 2.8 0.4

II 2.0 0.3 1.6 0.2 -0.4 0.3 1.9 0.6 1.9 0.4 1.1 0.4 2.3 0.2 2.3 0.4

III 1.8 0.6 1.8 0.5 0.1 0.6 2.0 0.7 1.7 0.9 1.0 0.4 2.3 0.9 2.2 1.1

Expected infl ation
8 quarters ahead
 
 

I 2.0 0.3 - - 0.8 0.6 2.6 0.5 2.4 0.8 1.2 0.0 3.1 0.6 3.0 0.4

II 2.0 0.1 1.7 0.1 -0.2 0.5 2.2 0.2 2.1 0.3 1.3 0.2 2.3 0.1 2.4 0.3

III 1.9 0.1 1.9 0.3 0.6 0.3 2.0 0.3 1.9 0.3 1.2 0.3 2.5 0.3 2.2 0.2

Expected infl ation 
5 to 10 years 
ahead
 
 

I 2.0 0.3 - - 1.4 0.5 2.1 0.1 2.4 0.5 1.9 0.2 3.0 0.4 3.0 0.4

II 2.0 0.1 1.9 0.1 0.8 0.4 2.3 0.2 2.0 0.0 1.6 0.1 2.3 0.1 2.5 0.1

III 2.0 0.0 1.9 0.0 1.3 0.2 2.3 0.1 2.0 0.0 0.0 0.1 2.6 0.2 2.3 0.2

Note: Period I runs from the second half of 1994 to the fi rst half of 1999; period II runs from the second half of 1999 to the fi rst half of 2004; and period III runs from the second half of 2004 
to the fi rst half of 2009.
Source: Consensus Economics
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2.5 per cent. The increase in infl ation expectations 
in mid-2008 was even more prevalent for emerging-
market economies (Chart 2). Following the collapse 
of Lehman Brothers, the economic and fi nancial 
turbulence intensifi ed, and expectations for infl ation 
4 quarters ahead fell sharply, actually turning negative 
in the United States (December 2008 to March 2009), 
the United Kingdom (December 2008), and Sweden 
(March 2009). This was partly due to the collapse in 
commodity prices and fears of a sharp recession. In 
Canada, infl ation expectations 4 quarters ahead also 
fell, although to a lesser extent. The sharp decline in 
expectations of short-run infl ation at the height of 
the credit crisis suggests that market participants in 
some countries expected defl ation in 2009, albeit that 
expectation was short lived. In fact, infl ation expecta-
tions began to rise again later in 2009 as economies 

began to stabilize, although they currently remain 
lower than the levels prior to the crisis. 

Despite the high volatility of short-term infl ation 
expectations, expectations for longer-term infl ation 
remained better anchored. Expectations for infl ation 
8 quarters ahead declined much less. During the most 
severe part of the crisis, the Bank of Canada’s Busi-
ness Outlook Survey of infl ation expectations 2 years 
ahead found that over 40 per cent of fi rms expected 
infl ation below 1 per cent, but by the second quarter 
of 2009 that share had dropped back to just 11 per 
cent of respondents (Chart 3). Furthermore, expecta-
tions for long-term infl ation (5 to 10 years ahead) 
remained essentially fl at in most countries (ranging 
from 2.0 per cent to 2.5 per cent), despite the 
observed negative rates of infl ation and the length of 
the recession. In consumer surveys, expected infl ation 

Source: Consensus Economics
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5 years ahead also remained relatively fl at over the 
crisis period. For example, the Michigan survey indi-
cates that U.S. consumers believed that infl ation 
one year ahead would fall between mid-2008 and 
late-2008, but they did not expect defl ation. In fact, 
consumers’ infl ation expectations remained close to 
the average of 3 per cent reported for the last decade 

(Chart 4).22 Thus, in both types of surveys (house-
holds and professionals), long-term infl ation expecta-
tions remained well anchored, and the central banks’ 
credibility remained intact. 

22 Although there appears to be a persistent upward bias in consumer 
surveys, one observes that consumers’ infl ation expectations move 
roughly in line with the infl ation expectations of professional forecasts. 
For example, the Bank of Japan’s consumer survey of expectations 
of infl ation one year ahead for March 2008 was 7.6 per cent, while 
the Consensus infl ation forecast for the same period was 0.4 per 
cent. While less extreme, the Michigan survey of households also 
reports infl ation expectations that are on average 0.5 percentage 
points higher than typical expert forecasts (from 1996 to 2008).

Chart 2: Infl ation expectations in emerging-market 
countries
Six months ahead

Note: The index is constructed by aggregating responses and assigning a value of 1 to lower  
infl ation, 5 to same infl ation, and 9 to higher infl ation.
Source: IFO Institute
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Market-based measures

The survey data suggest that infl ation expectations, 
while volatile in the short run, are well anchored for 
longer horizons. However, since many surveys occur 
only quarterly or semi-annually, they may not have 
captured the true volatility of infl ation expectations 
during the crisis. To address this issue, we examine 
BEIRs for the United States, the United Kingdom, 
Canada, and Japan.23 As in the surveys of profession-
als, expectations for long-term infl ation for the United 
States remained well anchored, except for a brief 
period at the height of the crisis, when BEIRs fell to 
close to zero. In Japan, BEIRs fell below zero in 2009 
(Chart 5).24 In contrast, infl ation expectations for the 
infl ation-targeting United Kingdom and Canada 
remained above 1 per cent during the crisis for the 
BEIR measures considered. 

Lessons from recent evidence 

The recent fi nancial crisis highlights the usefulness of 
infl ation expectations within the framework for con-
ducting monetary policy. Before the crisis, energy and 
food prices increased signifi cantly, and expectations 
for shorter-term infl ation rose accordingly. Expecta-
tions for long-term infl ation remained well anchored, 
however, since households and fi rms were able to look 
through the commodity-price shock. This anchoring of 
expectations allowed policy-makers to look past the 
increase in energy prices, avoiding a possible policy 
mistake (in the absence of well-anchored infl ation 
expectations, central banks may have been forced 
to raise interest rates just as the crisis was about to 
intensify, only to reverse them later). Clearly, the 
gains associated with well-defi ned infl ation objectives 
and enhanced credibility helped to anchor infl ation 
expectations and thus the infl ation outcomes for 
many central banks. 

The experience of the crisis 

emphasized the importance of 

well-anchored infl ation 

expectations. 

23 BEIRs may suffer from liquidity risk: while there are deep and liquid 
markets for regular, nominal return bonds, this is less true for real 
return bonds, and their implied yield may therefore be biased.

24 Expectations of negative infl ation for Japan are not surprising, given 
Japan’s recent experience with defl ation.

The experience of the crisis itself, from the collapse 
of Lehman Brothers onwards, again emphasized the 
importance of well-anchored infl ation expectations. 
In the autumn of 2008, commodity prices fell dramat-
ically, and fears of a severe recession intensifi ed. In fact, 
expectations for infl ation 4 quarters ahead also fell 
sharply, and even went negative in some jurisdictions 
(market-based measures revealed a similar pattern). 
However, longer-term infl ation expectations remained 
well anchored, despite the opening of large and likely 
persistent output gaps. This clearly indicates that 
central banks maintained their credibility, despite the 
massive shocks that were affecting the economy. The 
maintenance of well-anchored expectations assisted 
the recovery, since the economy avoided a potentially 
destabilizing defl ationary spiral.

Conclusions and Avenues for 

Future Research

Infl ation expectations play a critical part in the conduct 
of monetary policy, providing timely and useful informa-
tion with respect to the central bank’s credibility. 
Infl ation expectations form a key part of the informa-
tion set used by central banks to understand and 
forecast infl ation. Importantly, much of the existing 
research indicates that central banks that have a clear 
and credible commitment to low and stable infl ation, 
especially those with infl ation-targeting regimes, have 
been very successful in anchoring infl ation expecta-
tions over the past two decades. 

Infl ation expectations will continue to inform policy-
making, as central banks seek to withdraw from the 
extraordinary measures enacted during the crisis and 
beyond. In normalizing monetary policy rates, infl ation 
expectations will be monitored closely, given the 
crucial role of credibility in anchoring infl ation expect-
ations. Massive fi scal stimulus packages and future 
pressure on fi scal budgets related to demographic 
change have led to record fi scal defi cits and to high 
projected ratios of debt to GDP over the coming years 
in many advanced economies. Some market partici-
pants have expressed concerns that debt levels may 
become unsustainable and will eventually be monet-
ized (although this concern has not yet materialized 
in measures of infl ation expectations). In such an 
environment, infl ation expectations can provide a 
useful leading indicator of whether fi scal and monet-
ary policy credibility has been maintained. 

Further research is required in several areas. First, 
how households and market participants form infl a-
tion expectations is not well understood. Bernanke 
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(2007) has called for more emphasis on incorporating 
learning and imperfect information in the modelling 
of infl ation and of infl ation expectations. Second, 
both survey and market measures exhibit biases over 
time. Accounting for these biases when interpreting 
measures of infl ation expectations requires further 
consideration. Finally, more cross-country data on 
infl ation expectations are needed, especially on the 
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Monetary Policy Rules in an Uncertain 
Environment
Gino Cateau and Stephen Murchison, Canadian Economic Analysis Department

Central banks have increasingly focused on a • 
systematic approach to monetary policy. Simple 
monetary policy rules help to facilitate the com-
munication of monetary policy to the public and 
enhance its predictability.

Monetary policy rules have become an integral • 
part of central bank models and are often fi ne-
tuned to maximize economic welfare. However, 
uncertainty about the “true” model can seriously 
affect the performance of these rules and should 
therefore be accounted for when designing robust 
rules.

Simple policy rules can often provide a good • 
approximation to fully optimal policy under perfect 
information and are typically more robust to 
uncertainty.

In ToTEM, an optimized simple rule that responds • 
to a forecast of the price level is more robust to 
parameter uncertainty than a rule that responds 
to infl ation.

Monetary policy is most effective when the 
central bank’s objectives, and the means of 
achieving those objectives, are well under-

stood and regarded as credible by the public. This 
requires that the central bank communicate clearly 
what it seeks to achieve, such as infl ation control over 
the medium term, and how its current and future 
actions can be expected to bring about the desired 
outcome(s). Since the collection and processing of 
information is costly for private agents, it is in the 
central bank’s own best interest to respond to eco-
nomic developments in a predictable fashion that is 
easy to communicate. Not only does this facilitate a 
better understanding of current policy actions, but it 
permits markets to better forecast the central bank’s 
future actions.

Beginning with the seminal work of Taylor (1993), 
academic researchers and central banks have 
increasingly focused on the benefi ts of a systematic 
approach to the design of monetary policy. Monetary 
policy rules, or reaction functions, have become an 
integral part of central bank models and are often 
fi ne-tuned to maximize economic welfare. However, 
such fi ne tuning is inherently risky when the central 
bank has an imperfect understanding of how the 
economy functions.

This article discusses recent research on the infl uence 
of various forms of economic uncertainty on the 
performance of different classes of monetary policy 
rules: from simple rules to fully optimal monetary 
policy under commitment. Building on the research 
discussed in the Summer 2002 issue of the Bank of 
Canada Review, we explain why uncertainty matters 
for policy-rule design and provide quantitative 
examples from the recent literature, which has 
increasingly focused on structural models that feature 
rational expectations. We also present results for 
several policy rules in ToTEM, the Bank of Canada’s 
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main projection and policy analysis model (Murchison 
and Rennison 2006), including rules that respond to 
the price level, rather than to infl ation.

The article begins with a brief discussion of the 
theoretical arguments in favour of commitment to a 
policy rule and the role played by such rules in the 
design of real-world monetary policy. It then discuss 
the four major forms of uncertainty with which central 
banks must contend when formulating policy and how 
each type affects the performance of various rules. It 
concludes with a brief review of strategies for design-
ing so-called robust rules: i.e., rules that perform well 
across a broad range of economic models. 

What Is a Monetary Policy Rule?

For our purposes, a policy rule can be thought of as a 
mathematical equation that determines the appropri-
ate level for the central bank’s policy instrument as a 
function of one or more economic variables that 
describe the state of the economy.1 Given that such 
rules are specifi ed in terms of the policy instrument, 
they are often called instrument rules. An essential 
feature of such a rule is that while the policy interest 
rate varies through time in response to economic 
developments, its response to a given shock or state 
of the economy does not. Therefore, adherence to a 
rule is synonymous with predictability, and thus 
private agents in the economy understand how policy 
will respond now and in the future. 

One might question why a central bank would adhere 
to a single rule, since doing so might constrain it in 
unfavourable ways. Even if the central banks’ object-
ives do not vary through time, it may wish to maintain 
a high level of discretion in how it responds to the 
economy. The simple answer is that no central bank 
literally sets policy based on a single rule. For various 
reasons beyond the scope of this article, central 
banks do exercise a certain degree of judgment or 
discretion when setting policy. But this does not 
render the discussion of policy rules academic. What 
matters is that monetary policy is predictable from the 
viewpoint of private agents, whose decisions are 
infl uenced by current and future policy actions. From 
this perspective, the central bank’s strict commitment 

1 This is a somewhat narrow defi nition. In the economics literature, a 
rule can either describe how the policy instrument reacts to the state 
of the economy, or it can prescribe a particular economic outcome, 
such as the achievement of the central bank’s infl ation target—
hence the label “targeting rules,” (Svensson 1999). In the latter case, 
the behaviour of the policy instrument can be inferred only in the 
context of a full model that links the policy instrument to the 
targeting variables included in the rule.

to a published rule can be seen as one extreme, 
whereas choosing policy at each point in time in a 
purely discretionary fashion can be seen as the 
opposite extreme. 

Adherence to a rule is synonymous 

with predictability, and thus private 

agents in the economy understand 

how policy will respond now and 

in the future.

Recent empirical research generally supports the idea 
that monetary policy in many industrialized countries 
does contain a large systematic component. For 
instance, much of the interest in the so-called Taylor 
rule (Taylor 1993) is based on the observation that it 
predicts the actual behaviour of the federal funds rate 
in the United States over the period 1987–92 reason-
ably accurately. Thus, while no central bank literally 
follows a rule, their actual behaviour may be well 
approximated by such a rule. This is likely due, at 
least in part, to the fact that modern central bank 
projection models feature policy rules and that these 
models are used to provide policy advice.

So why do central banks behave in a manner broadly 
consistent with adherence to a rule? One key benefi t 
is predictability. Monetary policy is most effective 
when households and fi rms understand both the 
objectives of monetary policy and how the central 
bank goes about achieving those objectives. By 
explicitly or implicitly committing to a certain pattern 
of behaviour, a central bank can infl uence private 
sector expectations of the future path of the policy 
rate, which, in turn, can help the central bank achieve 
its objectives. For instance, suppose a central bank 
has earned a reputation for responding aggressively 
to infl ation whenever it strays from the target. Then, 
when an unanticipated shock causes infl ation to 
deviate from the target, the deviation will be perceived 
as short lived. As a result, agents’ expectations of 
future infl ation will not respond to the shock, which, in 
turn, will dampen the current infl ation response. In this 
way, a credible commitment to respond aggressively 
to shocks that affect infl ation, combined with private 
sector expectations that factor in that commitment, 
can attenuate the required policy response.
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Types of Rules

Since the general consensus among central bankers 
is that the long-run objective of monetary policy 
should be price stability, a natural starting point would 
be to design a rule that ensures long-run price 
stability. For example, the Bank of Canada aims to 
maintain the growth rate of the consumer price index 
(CPI) at the 2 per cent midpoint of a 1 to 3 per cent 
control range. According to the conventional view of 
the monetary policy transmission mechanism, infl a-
tion tends to decline when interest rates are high, 
other things being equal, and increase when interest 
rates are low. Therefore, an appropriate rule would 
stipulate that the Bank raise the target overnight 
interest rate2 when current CPI infl ation exceeds 2 per 
cent and lower it when infl ation is below 2 per cent. 

Restricting one’s focus to the long-run objective of 
price stability represents an overly narrow view of the 
role of monetary policy. It is generally acknowledged 
that monetary policy can focus on, although not 
necessarily fully achieve, multiple short-run object-
ives. For instance, a central bank may care about 
stabilizing both infl ation around the target and real 
GDP around potential GDP. To the extent that certain 
shocks push infl ation and the output gap in opposite 
directions, a short-run trade-off exists, which will be 
refl ected by the inclusion of both infl ation and the 
output gap in the policy rule. 

Perhaps the best-known policy rule is the Taylor rule 
(Taylor 1993), which was estimated using U.S. data 
and is given by:

  (1)

where  is the U.S. federal funds rate,  is the rate 
of price infl ation, and  is the output gap, all in period 
. According to the Taylor rule, when infl ation equals 

2 per cent and output equals potential output, the 
federal funds rate should be set equal to 4 per cent—
400 basis points (bps). Moreover, that rate should be 
adjusted by 150 bps up or down for every 1-percent-
age-point difference between actual infl ation and the 
desired level of 2 per cent, and 50 bps for every 1-per-
cent difference between output and potential output. 
The Taylor rule’s greatest virtue may be its simplicity, 

2 The target for the overnight interest rate is the conventional policy 
instrument in Canada.

since the policy rate in a given period can be 
described in terms of just two economic variables.3 

The Taylor rule is a special case of a broader class of 
so-called simple rules. There are important exten-
sions to this basic set-up that include (a) lagged 
interest rates as an additional argument in the rule, 
and (b) replacing current infl ation by a forecast of 
future infl ation. A lag of the interest rate was initially 
added because it resulted in a better fi t of the data 
(Clarida, Galí, and Gertler 2000), and it suggests that, 
in response to a change in economic conditions, 
central banks adjust the policy rate gradually over 
several months, rather than all at once, as suggested 
by the Taylor rule. Woodford (1999) has argued that 
interest rate smoothing or inertia is actually consistent 
with optimal central bank behaviour when economic 
agents form their expectations in a forward-looking 
manner. As the relative weight on the lagged interest 
rate increases, the future value of the policy rate 
becomes easier to predict, since it is determined to a 
greater extent by the current rate.

Responding to a forecast of future, rather than current, 
infl ation is also consistent with optimal behaviour if 
monetary policy exerts its maximum effect on infl ation 
with a lag and if the central bank is good at forecast-
ing infl ation. The policy rule currently used in ToTEM 
includes a role for both the lagged policy interest rate 
and a forecast of future infl ation, and is described by 
the equation:

  (2)

where  is the target overnight interest rate in period 
,  is the long-run, neutral rate of interest,  is 

the period  expectation of infl ation in period , 
and  is the output gap. , , and  are fi xed 
parameters that determine the degree of interest rate 
smoothing and the sensitivity of the policy rate to 
deviations of infl ation from target and to the output 
gap, respectively.4 Note that  determines the degree 
to which policy is forward looking and is referred to as 
the “feedback horizon.” 

The rules discussed so far summarize the behaviour 
of monetary policy in terms of just a few economic 
variables, such as expected infl ation and the output 

3 Potential output was proxied by a simple linear trend of log GDP in 
Taylor’s specifi cation, which is straightforward to calculate.

4 In the current version of ToTEM used for projections, the optimized 
parameter values are  
and  per cent.
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gap. Explaining the movements in the policy rate from 
one period to the next is, therefore, straightforward. 
But this simplicity typically comes at the price of 
reduced performance in terms of economic stabiliza-
tion. To see why, consider fi rst that the forecast of 
infl ation depicted in equation (2) will depend on every 
variable in the economic model, and in a fully articu-
lated model, such as ToTEM, the number of economic 
variables can be considerable. Implicitly, the strength 
of the central bank’s response to each of these 
variables is governed by a single parameter:  in 
equation (2). 

But suppose that instead of forcing monetary policy 
to respond to forecast infl ation, we allocate a separate 
response parameter for each variable that infl uences 
future infl ation, including the exogenous shocks that 
hit the economy. Such a set-up describes the essen-
tial features of fully optimal monetary policy under 
commitment. Such a rule will better stabilize the econ-
omy if the central bank’s model is correct and if the 
data used in the model are well measured. But as we 
discuss in the next section, such a rule may perform 
quite poorly if one or both of these assumptions turns 
out to be false.

Types of Uncertainty Faced by 

Central Banks

In this section we discuss the four main types of 
economic uncertainty facing policy-makers and how 
each affects the performance of different policy rules.

Shock uncertainty

In practice, a monetary policy rule represents one 
equation in a central bank’s model of the economy. At 
a minimum, the model will also include equations 
governing the behaviour of the variables that enter the 
policy rule, such as infl ation and the output gap. 
Taken together, these equations form a self-contained 
system that can be simulated through time to gener-
ate a path for the policy interest rate that is consistent 
with the outlook for infl ation, and vice versa.

Economic models, however sophisticated, are by con-
struction simple caricatures of the true economy 
(Coletti and Murchison 2002). They are intended to 
capture those linkages between households, fi rms, 
governments, and the central bank believed to be 
the most important, on average. Nevertheless, the 
deliberate omission of many idiosyncratic factors 
means that models will make prediction errors, which 
are referred to as shocks, and the associated uncer-

tainty is referred to as shock uncertainty. To under-
stand the impact of shock uncertainty on the perform-
ance of a policy rule, it is helpful to understand how 
policy rules are parameterized.

Economic models, however 

sophisticated, are by construction 

simple caricatures of the 

true economy.

For central bank models, such as ToTEM, that are 
used to provide policy advice, the parameters of the 
policy rule are normally chosen to minimize an 
assumed loss function,5 which in ToTEM includes the 
variance of CPI infl ation relative to the 2 per cent 
infl ation-control target, the variance of the economy-
wide output gap, and the variance of the change in 
the target overnight interest rate.6 The variances of 
these endogenous variables will depend on the 
structure and calibration of the economic model, the 
policy rule, and the variances and covariances of the 
shocks included in the model, which are normally esti-
mated using historical data. Choosing optimal param-
eters for the rule involves using the covariance matrix 
of shocks, in conjunction with the model, to compute 
variances for the endogenous variables that appear in 
the loss function. The task then is to choose param-
eter values in the policy rule that minimize the 
expected loss. 

In general, the optimal parameter values in the rule will 
depend importantly on which shocks were most 
important over history, as well as on the covariances 
among shocks.7 This is because simple rules must 
trade off performance for simplicity. As a very simple 
example, consider an economy with just two shocks: 
a demand shock that pushes output and infl ation in 
the same direction, and a supply shock that moves 
them in opposite directions. Also assume that while 
the central bank seeks to stabilize output and infl a-
tion, the policy interest rate responds only to infl ation. 
In this set-up, the optimal response to a demand 
shock will be larger than the optimal response to a 
supply shock, since the policy response to a supply 
shock pushes output away from potential output. 
Therefore, the optimal response to infl ation in the 

5 Details of the loss function and of the optimized rule currently used in 
ToTEM are described in Cayen, Corbett, and Perrier (2006) and 
Murchison and Rennison( 2006).

6 The respective weights in the loss function are 1, 1, and 0.5.
7 Cayen, Corbett, and Perrier (2006) provide examples using ToTEM.
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policy rule will depend on the relative importance of 
demand versus supply shocks in the economy.

This simple example illustrates that the performance 
of optimal simple rules will depend on the nature of 
the shocks that hit the economy. If the relative import-
ance of various shocks changes through time, the 
performance of a simple rule will no longer be optimal. 
In contrast, since a fully optimal rule responds opti-
mally to each shock, the parameter values of the rule 
do not depend on the relative importance of the 
various shocks.8 Relative to other sources of uncer-
tainty discussed in this article, shock uncertainty is 
unique in that it renders simple rules less robust than 
optimal rules.

Data and measurement uncertainty

Much of the data used in economic models, with the 
notable exceptions of the CPI and the labour force 
survey in Canada, is subject to periodic revision. As a 
general rule, recently released data are subject to 
larger revisions than data that have already been 
revised several times. When formulating policy, central 
banks must therefore be aware that the data on which 
they rely to gauge the current state of the economy 
contain a potentially important noise component. 

In addition to errors associated with data collected by 
statistical agencies, central banks must often con-
struct data for variables that are not directly measur-
able. An important example is the trend level of labour 
productivity. While measures of actual labour produc-
tivity are available from Statistics Canada, the under-
lying trend or permanent component must be esti-
mated, and this is typically done using a statistical 
fi lter.9 Since these fi lters are often two-sided (i.e., the 
estimate of the trend in a given period is based on 
both past and future observations of the data being 
fi ltered), their accuracy declines as they approach the 
end of the sample, since there are fewer future 
observations on which to condition the estimate. 

In designing an optimal monetary policy rule, a central 
bank would typically respond more cautiously to a 
variable measured with error. To see why, we refer 
back to the example in which the estimated level of 
trend labour productivity is a noisy measure of the 
true level. Since potential output is constructed using 
trend labour productivity, the output gap will inherit 

8 For this reason, optimal policy under commitment is said to be 
certainty equivalent.

9 Butler (1996) provides a detailed discussion of the estimations of 
trend labour productivity and trend labour input that are used in the 
Bank of Canada’s conventional measure of potential output.

much of this noise. Now, consider a central bank that 
uses a policy rule of the form given by equation (1), 
which can now be written in terms of the true output 
gap and the noise component, , as

 . (3)

Equation (3) reveals the nature of the information 
problem. By choosing to respond positively to the 
output gap (the variable measured with error), the 
policy-maker inadvertently reacts to the noise. This 
introduces undesirable movements in the interest rate, 
which feed back to the economy and generate 
unnecessary fl uctuations in output and infl ation. 
Cateau, Desgagnés, and Murchison (forthcoming) 
illustrate this point using an infl ation-targeting rule in 
ToTEM. The results are presented in Table 1.

The top panel of Table 1 shows an optimized infl ation-
targeting rule under the assumption that the output 
gap in ToTEM is perfectly measured; the middle panel 
evaluates the performance of that rule when the 
output gap is, in fact, not perfectly measured.10 
Ignoring the measurement errors in the output gap 
leads to additional volatility in infl ation, the output gap, 
and the change in the interest rate, culminating in a 
12 per cent deterioration in the rule’s performance. 

Of course, a policy-maker who recognizes that the 
information at his disposal is not accurate need not 
naively follow a rule that is effi cient only in the 
absence of data uncertainty. Indeed, as is clear from 
equation (3), by choosing to respond less aggressively 

10 Cateau, Desgagnés, and Murchison (forthcoming) allow for data 
uncertainty by computing the discrepancies between the real-time 
and revised values of the Bank of Canada’s conventional estimate of 
potential output and modelling the resulting measurement errors as 
an AR(2) process.

Table 1: Effects of data uncertainty

Loss

No data uncertainty

1.06 1.09 0.55 1

Data uncertainty ignored

1.31 1.10 0.56 +12%

Data uncertainty accounted for

1.04 1.25 0.51 +6%
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to the central bank’s measure of the output gap, the 
infl uence of the noise can be reduced. The bottom 
panel of Table 1 presents an optimized rule that 
accounts for the presence of measurement errors in 
the output gap. Owing to the diffi culty of accurately 
measuring the output gap, the resulting rule gives it a 
lower weight11 but places higher weights on infl ation 
and policy inertia. This leads to a more volatile output 
gap but allows better control of infl ation and of 
changes in the interest rate. Ultimately, the new rule 
reduces the infl uence of output gap mismeasurement 
relative to the baseline rule by half.

Parameter uncertainty

While economic theory can guide modellers on the 
nature of certain economic relationships, it rarely 
provides much guidance on the exact strength of the 
relationship. For instance, theory says that Canadian 
exports to the United States will strengthen, other 
things being equal, following a depreciation of the real 
Canada/U.S. exchange rate, since Canadian goods 
become more competitive. But the size of the export 
response is unknown. It must therefore be estimated 
using historical data and will be subject to sampling 
uncertainty, even if the underlying theory is correct. In 
this sense, policy-makers should regard the param-
eters of their model as random variables with some 
underlying distribution, rather than as known, fi xed 
quantities. 

Viewed from this perspective, it is natural to ask what 
differentiates parameter uncertainty from shock 
uncertainty, since shocks are also modelled as 
random variables. The crucial difference lies in the 
fact that a model’s parameters enter multiplicatively, 
meaning that they interact with the model’s endogen-
ous variables, whereas shocks are additive. Thus, 
while the optimal parameter values of a simple policy 
rule depend on the relative variances of the model’s 
shocks, the absolute variances are unimportant.12 If 
we think about the model’s parameters as random 
variables, however, absolute variances do matter.

11 This result is in accordance with the literature. Smets (1999) shows 
that when measurement error in the output gap becomes very large, 
the effi cient Taylor rule parameter on the output gap falls towards 
zero. Orphanides (2003) shows that once the measurement errors 
between real-time and ex-post data are properly taken into account, 
optimized policy reactions are more cautious than otherwise. 

12 Slightly more technically, multiplying the covariance matrix of shocks 
by a scalar will not affect the optimal parameter values of a simple 
rule, since doing so will not affect the relative variances of the 
endogenous variables that enter the central bank’s loss function.

Consider the famous example given by Brainard 
(1967), in which infl ation is linearly related to the policy 
instrument, and there is an exogenous demand 
shock, :

 

and the central bank’s objective is to minimize the 
variance of infl ation. The optimal policy rule with no 
parameter uncertainty sets the interest rate in each 
period to , and infl ation is perfectly stabilized 
at zero each period. However, if the parameter relating 
the instrument to the target is not known with cer-
tainty, the central bank’s model will be characterized 
by:

 

where  is a random variable. There are now, in effect, 
two shocks in the model, and the multiplier on the 
second one is the nominal interest rate. If the central 
bank implements the same policy as discussed 
above, the variance of infl ation will be unnecessarily 
high. The optimal policy rule that accounts for param-
eter uncertainty in this example is , 
where  is the variance of . As the degree of 
parameter uncertainty increases, the optimal 
response coeffi cient in the rule declines. This fi nding 
is called the “Brainard conservatism principle” 
(Blinder 1998). 

In addition to introducing uncertainty regarding the 
linkages between observed variables, such as infl a-
tion and the policy interest rate, parameter uncertainty 
also creates uncertainty about the correct level of 
unobserved, model-defi ned variables. For instance, in 
ToTEM, the real marginal cost of production in the 
consumption-goods sector is the key driver of core 
CPI infl ation (Murchison and Rennison 2006). Since 
Statistics Canada does not provide a measure of real 
marginal cost, it is calculated within ToTEM, and its 
properties refl ect both the structure and the param-
eterization of the model. As a result, parameter 
uncertainty introduces additional uncertainty about 
the future evolution of infl ation through its infl uence on 
marginal cost.
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Finally, any time that a monetary policy rule responds 
to a forecast of infl ation (or of any other variable), the 
performance of that rule will be infl uenced by param-
eter uncertainty, since the forecast will not be as 
precise. Parameter uncertainty can thus be thought of 
as introducing noise into the infl ation forecast in a 
manner similar to measurement uncertainty (see 
equation 3), thereby rendering that variable less 
reliable as a guide for policy. In the end, whether it is 
better to respond to current infl ation or to a forecast 
of future infl ation, will depend on the benefi t of being 
forward looking, in the absence of parameter uncer-
tainty, relative to the cost of introducing additional 
noise in the policy rule.13

Cateau, Desgagnés, and Murchison (forthcoming) 
derive optimized infl ation-forecast (IF) and price-level-
forecast (PLF) rules for ToTEM and compare their 
performance with fully optimal policy under commit-
ment (FO).14 They then investigate the robustness of 
these rules to parameter uncertainty by analyzing how 
they would fare if the structural parameters that 
actually characterize the behaviour of private agents 
differed from those assumed by the policy-maker in 

13 The extent of the benefi t of setting policy in a forward-looking 
manner depends on the speed of the monetary policy transmission 
mechanism. All else being equal, the faster policy actions get 
transmitted to output and infl ation, the less need there is to be 
forward looking. 

14 The optimized infl ation-forecast rule for ToTEM is a rule that 
responds to current infl ation, the lagged interest rate, and the output 
gap. In contrast, the optimized price-level-forecast rule responds to 
the price-level forecast four quarters ahead, the lagged interest rate, 
and the output gap. The price-level-forecast rule is an example of a 
rule that implements price-level targeting, since this rule will 
eventually return the price level to the desired level following a 
shock. Optimal policy under full commitment is the policy that is 
optimally tuned to the model. It is, by design, a very complicated rule 
that depends on every variable that affects the state of the economy. 
Optimal policy does not, in general, fully reverse price-level 
movements following a shock in ToTEM and, therefore, is not fully 
consistent with a price-level-targeting regime.

deriving the optimized rules (Table 2). These types of 
comparisons are of particular interest in light of the 
Bank of Canada’s interest in evaluating the potential 
welfare gains of switching from its current infl ation-
targeting regime, to a price-level-targeting regime.15 
Furthermore, most of the research to date that 
explores this issue ignores altogether the issue of 
uncertainty.

The top panel of Table 2 compares the performance 
of the optimized infl ation-forecast rule, price-level-
forecast rule, and optimal policy under full commit-
ment, using ToTEM’s baseline calibration. Without 
parameter uncertainty, fully optimal policy under 
commitment offers an 11.4 per cent improvement in 
performance over IF, while PLF would offer a 4.3 per 
cent improvement. 

The authors go on to investigate how parameter 
uncertainty affects these rankings by evaluating the 
performance of each benchmark rule in 5000 alterna-
tive parameter confi gurations drawn randomly from 
the Bayesian posterior distribution of the estimated 
parameters. The bottom panel of Table 2 contains two 
important messages. First as recently emphasized by 
Orphanides and Williams (2008), while fully optimal 
policy under commitment is the best policy if the 
parameters are known, it is often the least robust 
policy under uncertainty. Indeed, relative to the case 
of no uncertainty, its performance deteriorates 60 per-
centage points more than the other rules. Second, 
while IF is slightly more robust than PLF, on average, 
PLF still performs better than IF under parameter 
uncertainty. Therefore, while the reduction in loss 
associated with moving from infl ation targeting to 

15 See Bank of Canada (2006).

Table 2: Robustness of optimized infl ation- and price-level-forecast rules

Benchmark rule IF PLF FO

No parameter uncertainty

Performance:  1 -4.3% -11.4%

Parameter uncertainty

Robustness:  +80% +81% +142%

Overall average performance:  1 -3.4% +21%
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price-level targeting in ToTEM is modest, this reduc-
tion is robust to parameter uncertainty.16

Model uncertainty

So far, we have discussed uncertainty about the 
underlying shocks that drive business cycles, uncer-
tainty about the data used in a particular model, and 
uncertainty about the parameter values used in the 
model. But what about the economic model itself? A 
model may be misspecifi ed for various reasons: it 
may be built around an economic paradigm that is 
further from economic reality than assumed (Engert 
and Selody 1998); it may ignore economic relation-
ships that are, in fact, relevant; or it may be built under 
simplifying assumptions that make the model tract-
able (e.g., linearity) but less realistic. Since a model is 
ultimately only one view of how the economy works, a 
policy rule that is tuned to work well in a particular 
model may perform poorly across alternative but 
plausible views. 

Côté et al. (2002) analyze the performance of various 
simple rules in 12 models of the Canadian economy. 
They fi nd that simple outcome-based rules (rules 
where the policy instrument responds to current and 
lagged variables) are not particularly robust. In 
particular, they fi nd that rules with high degrees of 
inertia often induce substantial volatility in output and 
infl ation and are even unstable in many models. 

Since a model is ultimately only one 

view of how the economy works, a 

policy rule that is tuned to work well 

in a particular model may perform 

poorly across alternative but 

plausible views. 

More recently, Tetlow (2010) evaluates the perform-
ance of 8 alternative simple rules in 46 vintages of the 
Federal Reserve Board FRB/US model used by the 
Board’s staff for forecasting and policy analysis from 
July 1996 to October 2007. He concludes that model 

16 This is an important result, since ToTEM’s baseline calibration 
assumes a very small role for dynamic indexation to lagged price and 
wage infl ation. Thus, the distributions for these parameters are 
positively skewed, and nearly all of the risk is on the upside. In 
addition, research (see Ambler 2009 for a review) suggests that 
higher levels of dynamic indexation (or rule-of-thumb behaviour) will 
cause a deterioration in the relative performance of price-level-
forecast rules.

uncertainty is a substantial problem: model properties 
differ importantly according to vintage and so do the 
policy rules optimized by vintage. Further, while some 
rules offer satisfactory performance, many that are 
promoted as being robust to some specifi c type of 
uncertainty perform poorly when confronted with 
real-time model uncertainty.

Once we acknowledge that any particular model is 
potentially misspecifi ed, the results above indicate 
that model uncertainty can seriously affect the 
performance of policy rules in stabilizing the economy 
and, hence, should be taken into account when 
designing effective policy rules. In the next section, 
we review recent strategies for designing rules that 
are robust to specifi c forms of uncertainty, including 
model uncertainty. 

Robust Policy Rules

When designing policy rules, it is important to seek a 
robust rule—one that yields a satisfactory perform-
ance in an uncertain environment. There are two 
approaches to designing a robust rule. The fi rst 
involves deriving optimized coeffi cients that formally 
account for specifi c uncertainties. That is, given a 
specifi c rule, we determine how strongly the policy 
instrument should respond to each variable in the 
rule, taking into account the features about which we 
are uncertain. The second approach involves deter-
mining a functional form for the rule (i.e., what vari-
ables the policy instrument responds to) that is less 
susceptible to yielding a poor performance, given 
specifi c uncertainties. These approaches are comple-
mentary and are often combined when pursuing a 
robust simple rule. In this section, we review how they 
have been or could be applied to design rules robust 
to each of the uncertainties discussed.

Robustness to data uncertainty

There are two main approaches for designing a rule 
robust to data uncertainty. The fi rst, alluded to earlier, 
involves formally taking into account that data are 
observed with noise and will subsequently be revised. 
A common strategy for dealing with this problem 
follows Orphanides (2003) in modelling the measure-
ment errors between real-time and ex-post data and 
incorporating these equations in the model prior to 
optimizing the rule. To the extent that future measure-
ment errors may behave like historical errors, this 
strategy helps the policy-maker design a rule that 
accounts for likely mismeasurement of the data. 
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An alternative approach is to design a rule that does 
not respond to variables measured with error. Taylor’s 
original rule was criticized by Orphanides et al. (2000) 
and by Orphanides and Williams (2002) for including 
unobservable variables, such as the natural rate of 
interest and potential output (or natural rate of 
unemployment). Given the diffi culty of measuring 
these variables in real time, Orphanides and Williams 
(2002) propose difference rules in which the short-
term nominal interest rate is raised or lowered from its 
existing level in response to infl ation and to changes 
in economic activity (change in unemployment or 
growth rate of output). These rules do not require 
knowledge of the natural rates of interest or 
unemployment (or potential output) for setting policy 
and are consequently immune to mismeasurement. 
Orphanides et al. (2000) and Orphanides and Williams 
(2002) show that, in the presence of data uncertainty, 
these difference rules outperform rules that respond 
to levels of economic activity. But how do such 
difference rules perform in environments character-
ized by other forms of uncertainty?

Tetlow (2010) evaluates the performance of the 
difference rule proposed by Orphanides and Williams 
(2002) in 46 vintages of the Federal Reserve Board 
FRB/US model. The experiment provides an ideal 
laboratory for evaluating the robustness of a rule since 
it incorporates real-time model and parameter uncer-
tainty in a model used for policy-making. Tetlow 
observes that the difference rule does lead to robust 
performance in the sense that a difference rule 
optimized for a particular vintage maintains good 
stabilization properties across all other vintages.

Robustness to parameter uncertainty

The most popular approach for deriving a rule robust 
to parameter uncertainty is the Bayesian approach, 
which assumes that unknown parameters come from 
known distributions. That is, even though the precise 
values of parameters are not known, it is possible to 
determine the range of values that they can take, 
together with their associated probabilities. A robust 
rule is then derived by choosing the coeffi cients of the 
rule to minimize the expected loss, given the distribu-
tion of parameters. Table 3 presents the results of 
Cateau, Desgagnés, and Murchison (forthcoming) 
who derive robust infl ation-forecast and price-level-
forecast rules for ToTEM under parameter uncer-
tainty.17

The top panel of Table 3 displays the optimized 
infl ation-forecast (IF) and price-level-forecast rule 
(PLF) with the estimated parameters of ToTEM as 
benchmark. The bottom panel displays the robust 
versions of the IF and PLF rule under parameter 
uncertainty. The results suggest three important 
messages:

PLF is more robust than IF under parameter 1. 
uncertainty. The last column compares the overall 
performance of each rule under parameter uncer-
tainty. The robust PLF rule dominates the robust IF 
rule by 11 percentage points.

17 Cateau, Desgagnés, and Murchison (forthcoming) allow for 
parameter uncertainty by allowing a set of key parameters to take 
5000 possible values drawn randomly from the Bayesian posterior 
distribution of the estimated parameters. The robust infl ation-
forecast and price-level-forecast rules minimize expected loss; 
i.e., the weighted average of the losses across the draws. 

Table 3: Robust infl ation- and price-level-forecast rules

Coeffi cients of rule Benchmark parameters Parameter uncertainty

Rule j

Robustness: Overall: 

No uncertainty

IF 1.09 0.54 0 0.13 0 1.48 1 +80% +80%

PLF 0.99 0 0.07 0.17 4 1.84 -4.3% +81% +73%

Parameter uncertainty

IF 1.01 0.46 0 0.14 0 1.56 +1% +70% +72%

PLF 1.01 0 0.08 0.21 3 2.04 -4.1% +68% +61%
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Robustness to parameter uncertainty in ToTEM 2. 
leads to more aggressive policy responses. For 
instance, the robust PLF rule requires more 
aggressive responses to the lagged interest rate, 
forecast price level, and output gap. This translates 
into more aggressive policy responses as shown 
by an increase in the unconditional standard 
deviation in the interest rate, , from 1.84 to 
2.04 per cent. The robust IF rule, on the other 
hand, requires weaker responses to the lagged 
interest rate and current infl ation but stronger 
responses to the output gap. The stronger 
response to the output gap dominates, making 
policy responses slightly more aggressive (the 
standard deviation of the interest rate increases 
from 1.48 to 1.56 per cent).18

While Bayesian robust rules improve policy per-3. 
formance under parameter uncertainty, they do not 
offer a signifi cant improvement. The second to last 
column assesses the robustness of the various 
rules by comparing their average performance 
under parameter uncertainty with their perform-
ance under no uncertainty. Although the robust IF 
and PLF rules improve performance over the 
benchmark IF and PLF rules by 10 and 13 percent-
age points, respectively, they still lead to a high 
average loss under uncertainty (respectively 70 per 
cent and 68 per cent higher than the loss that the 
benchmark IF rule leads to under no uncertainty). 
Note, however, that this increase in average loss 
may also refl ect that, on average, the alternative 
parameterizations of the model make infl ation and 
the output gap more diffi cult to control, relative to 
the baseline calibration.

The third result illustrates a disadvantage of the 
Bayesian approach as a tool for deriving robust rules. 
By design, the Bayesian approach tunes the policy 
rule to work best across those parameter confi gura-
tions that are the most probable: i.e., receive the most 
probability weight. This yields a policy rule that works 
well in parameter confi gurations that are most likely to 
be true but whose performance suffers in the more 
extreme, but less likely, parameter confi gurations.

18 Edge, Laubach, and Williams (2010) also fi nd that parameter 
uncertainty leads to more aggressive policy in a micro-founded 
model. Uncertainty about the structural parameters in their model 
leads to uncertainty about the implicit “natural” rates of output and 
interest. They fi nd that optimal Taylor rules under parameter 
uncertainty respond less to the output gap and more to price infl ation 
than would be optimal without parameter uncertainty. But the more 
aggressive response to infl ation dominates, making policy more 
aggressive.

An alternative approach that offers more robustness 
to extreme parameter confi gurations is the worst-case 
approach. For example, Giannoni (2002) proposes a 
worst-case approach that does not require know-
ledge of the distribution of the unknown parameters. 
Instead the policy-maker knows only the bounds for 
each parameter and seeks robust policy rules that 
minimize loss in the worst-case parameterization 
within those bounds. Giannoni (2002) fi nds that a 
policy-maker that seeks to mitigate the effect of 
parameter uncertainty in a standard New Keynesian 
model would choose Taylor rules that respond more 
aggressively to both infl ation and the output gap. 

Both approaches are useful in determining robust 
versions of a particular choice of rule. Levin et al. 
(2006) use a micro-founded model to investigate what 
types of simple rules are effective when the central 
bank faces parameter uncertainty. They fi nd that the 
performance of optimal policy is closely matched by a 
simple operational rule that responds to the lagged 
interest rate and focuses solely on stabilizing nominal-
wage infl ation. Furthermore, this simple wage-stabiliz-
ation rule is robust to uncertainty about the structural 
parameters and to various assumptions regarding the 
nature and incidence of the innovations. However, the 
performance of the rule is sensitive to the specifi ca-
tion of wage contracts in the labour market. Indeed, 
when Taylor contracts rather than Calvo contracts are 
assumed, rules that respond to price infl ation and real 
economic variables perform better than the wage-
infl ation rule. Hence, the robustness of wage-infl ation 
rules hinges critically on structure and wage deter-
mination in labour markets.

Robustness to model uncertainty

There are two popular approaches to deriving robust 
rules under model uncertainty. The fi rst allows the 
policy-maker to consider different candidate models 
(e.g., those refl ecting different paradigms of the 
monetary policy transmission mechanism) and seeks 
policy choices that perform well on average (Brock, 
Durlauf, and West 2007) or on a worst-case basis. 
Cateau (2007) proposes a decision-making framework 
where a policy-maker can consider various non-
nested models for choosing policy. His framework 
distinguishes between two types of risk: within-model 
risk (risk arising because of the stochastic nature of a 
particular model) and across-model risk (risk arising 
as a result of contemplating various models). He 
shows that the policy-maker’s aversion to across-
model risk determines the extent to which the policy-
maker wants to trade off good average performance 
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for robustness: as the degree of aversion to across-
model risk increases, the policy-maker wants to 
achieve more robustness at the expense of good 
average performance. Cateau shows that when the 
policy-maker wants to achieve more robustness, the 
policy-maker chooses less-aggressive Taylor rules 
that are in line with those estimated in the data.

Levin, Wieland, and Williams (2003) compare the 
performance of various outcome-based and forecast-
based rules with the objective of identifying one rule 
that would perform well across fi ve distinct models of 
the U.S. economy. For their model set, they fi nd that a 
robust rule is a forecast-based rule that responds to a 
short-horizon forecast of infl ation (less than one year), 
the current output gap, and also involves a high 
degree of inertia.

The second approach derives policy choices that are 
robust to misspecifi cation of the policy-maker’s 
baseline model. In this approach, the policy-maker 
takes into account that his baseline model is only an 
approximation of some unknown true model and, 
hence, can potentially be misspecifi ed. In particular, 
the dynamics of the baseline model may omit import-
ant explanatory variables, as in Hansen and Sargent 
(2008), or parameters affecting the relationship 
between different variables may be unknown, as in 
Onatski and Stock (2002). The policy-maker deals 
with these misspecifi cations by choosing policy 
according to the worst-case model in a set of plaus-
ible models. Sargent (1999), Onatski and Stock (2002), 
and Tetlow and von zur Muehlen (2001) fi nd that 
robust rules are, in fact, more aggressive than those 
obtained when potential misspecifi cations are 
ignored.

Conclusion

Monetary policy is most effective when the central 
bank’s objectives, and the means of achieving those 
objectives, are well understood and regarded as 
credible by the public. This requires that the central 
bank communicate clearly what it seeks to achieve 
and, further, requires the central bank to respond to 
economic developments in a predictable and system-
atic fashion that is easy to communicate.

Since Taylor (1993), academic researchers and central 
banks have increasingly used simple rules as a guide 
to setting monetary policy. Simple rules have the 
advantage of being easier to communicate to the 
public than more complex policies and, by virtue of 
their simplicity, offer the promise of making monetary 
policy more easily understood and predictable. But 
what simple rule should a central bank use? The 
various uncertainties that central banks must contend 
with make the choice and design of a simple rule 
diffi cult.

The results surveyed here suggest that uncertainty 
has a substantial impact on the performance of 
simple rules. Although simple rules perform better in 
an uncertain environment than more complex poli-
cies, their performance can still deteriorate substan-
tially. It is therefore critical to account for uncertainty 
in designing rules to ensure that their performance is 
satisfactory irrespective of the state of the world. 

Work with ToTEM suggests that a 

price-level-forecast rule is more 

robust to uncertainty than an 

infl ation-forecast rule. 

Our work with ToTEM suggests that a price-level-
forecast rule is more robust to uncertainty than an 
infl ation-forecast rule. While more research in this 
area is required, these results suggest that greater 
insulation from the effects of economic uncertainty 
may be an additional rationale for considering price-
level targeting over infl ation targeting. Finally, based 
on the literature, other rules shown to have good 
robustness properties, which also warrant further 
research, include a difference rule, where the change 
in the interest rate responds to output growth, as well 
as a wage-infl ation rule.
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An Uncertain Past: Data Revisions and 
Monetary Policy in Canada
Greg Tkacz, Canadian Economic Analysis Department*

Policy-makers rely on macroeconomic data • 
released by Statistics Canada, such as consump-
tion and GDP growth, to gauge the current state 
of the economy. Such variables are necessarily 
released with a lag, however, and past observa-
tions are subject to revision. Such uncertainty 
complicates the task of forecasters and policy-
makers.

In recent years, economists have tried to • 
 document the uncertainty inherent in initial data 
releases by analyzing the nature of the revisions. 
Analysis of data revisions for Canada is now 
possible, using newly constructed databases 
that track the data as they were released.

Revisions to Canadian GDP growth tend to be • 
smaller, on average, than those of some major 
OECD countries and are also somewhat less 
volatile.

The growth rates of GDP components tend to be • 
revised more substantially than the growth rate of 
GDP itself, rendering the analysis and forecasting 
of components more diffi cult. The growth of 
exports and imports tends to be subject to the 
largest revisions.

Data revisions can affect policy decisions in • 
different ways. We discuss issues that analysts, 
researchers, and policy-makers may need to 
confront.

Economic forecasters must deal with two issues 
that do not necessarily confront forecasters in 
other fi elds: (i) delays in the release of current-

period data and (ii) revisions to past data. National 
Accounts data are released about two months after 
the end of each quarter. This implies that forecasters 
trying to predict the future path of National Accounts 
variables are often unsure as to where those variables 
actually lie today. This has led to the development of a 
specialized area of forecasting, dubbed nowcasting, 
which is described in more detail below. With respect 
to the second issue, economists are also confronted 
with possibly non-trivial revisions to past observations 
of key economic variables. This has implications for 
the estimation of economic models and for the 
forecasts produced using them. For example, if the 
growth of the gross domestic product (GDP) from the 
previous quarter is revised down by one percentage 
point, then followers of this variable will likely have to 
revise their forecasts.

Economic forecasters must therefore confront three 
forms of uncertainty related to time: uncertainty about 
the future, the present, and the past. Chart 1 presents 
the consequence of these additional layers of uncer-
tainty, using the path of some arbitrary variable x as 
an example. It is assumed that forecasters are 
required, at some point in time, t, to produce a 
forecast about the future path of x. In panel (a), the 
forecaster is assumed to know the current value of 
the variable with certainty (this would be the case, for 
example, of a fi nancial-asset price or a commodity 
price). A forecast is produced for this variable, 
depicted by the dashed line. The uncertainty associ-
ated with this forecast is arbitrarily depicted by the 
dotted lines, which provide a confi dence interval for 
the forecast. Typically, but not always, the farther into 
the future one wishes to forecast, the wider is the 
 confi dence interval.Thanks to Bob Fay, Sharon Kozicki, Robert Lafrance, John Murray, * 

and Simon van Norden for several valuable comments. All views 
are those of the author and do not necessarily refl ect those of the 
Bank of Canada.
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In panel (b), the forecaster is required to forecast a 
variable that cannot be directly observed at the time 
the forecast is to be made. This is depicted by the 
existence of a confi dence interval at time t. There is 
also a possibility that the values for this variable that 
were observed in the recent past may be revised. 
Variables such as the National Accounts (GDP, 
consumption, business investment, etc.) and money 
and credit aggregates are all subject to revision. The 
period t-k  depicts the time at which variables may 
no longer be subject to revision, so that observations 
prior to t-k  can be assumed to be measured with 
certainty.1 Thus, forecasters of these variables are 
subject to additional layers of uncertainty that 
 forecasters of precisely measured variables do not 
confront, which, all other factors being the same, 
would result in wider confi dence intervals around 
future forecasts.

This article expands on uncertainty about the future 
and the present, and more thoroughly analyzes 
uncertainty about the past and how economists have 
tried to confront it. The challenges posed by data 
revisions have long been acknowledged by econo-
mists but have not been closely scrutinized until 
recently, owing to lack of databases that incorporate 
current and past releases of economic variables. The 
article concludes with a discussion of how policy-

1 However, Campbell and Murphy (2006) note that National Accounts 
can be revised several years after they were fi rst released, with 
such long-term revisions largely refl ecting changes to the 
methodology used to measure these variables. Revisions to the 
National Accounts in the near past typically refl ect new information 
received by Statistics Canada, thereby yielding improved estimates 
of economic activity. See the Appendix for details regarding the 
revision schedule.

makers can account for uncertainty about the past in 
the conduct of monetary policy.

The challenges posed by data 

revisions have not been closely 

scrutinized until recently, owing to 

lack of databases that incorporate 

current and past releases of 

economic variables.

Uncertainty as a Function of Time

Uncertainty about the future

Most developments in the fi eld of economic fore-
casting have tried to address the issue of uncertainty 
about the future. Recognizing that point forecasts by 
themselves are of limited value without any associ-
ated knowledge about the uncertainty surrounding 
them, economic forecasters have been trying to 
better quantify estimates of that uncertainty. In the 
past several years, methods have been developed to 
produce and evaluate density forecasts: that is, 
forecasts of the entire probability distribution of a 
variable of interest. Density forecasts allow forecast 
users to easily compute the probability that the 
variable of interest will lie within a certain range.

As an illustration, Li and Tkacz (2006) demonstrate 
how density forecasts can be produced for the 
Canadian infl ation rate in the next period. Given that 
the Bank of Canada wishes to maintain infl ation in the 
centre of a 1 to 3 per cent target band, computing the 

Chart 1: Different forms of uncertainty as a function of time

 

a. Future uncertainty

t time 
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b. Past, present, and future uncertainty
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Uncertainty about the past

This type of uncertainty relates to revisions that occur 
to variables following their fi rst release. Economists 
have long recognized that variables get revised (e.g., 
Stekler 1967), but only in recent years have they made 
systematic efforts to better understand the revision 
process. This was mainly because historical data 
were not maintained. For example, when Statistics 
Canada releases the latest GDP number, it releases 
revisions to past GDP fi gures at the same time. In the 
process, the new GDP series replaces the old one in 
the database; so unless researchers systematically 
saved the old series, they could not analyze the 
revision process.

At some point, researchers decided to construct their 
own databases by physically scanning the old series 
as they originally appeared in the hard copies of 
statistical agency publications. In the United States, 
such efforts were spearheaded by the Federal 
Reserve Bank of Philadelphia2 and the Federal 
Reserve Bank of St. Louis, which maintains an 
extensive real-time database for the United States 
(dubbed ALFRED, for ArchivaL Federal Reserve 
Economic Data). Other countries followed with similar 
databases, which are referred to as “real-time” 
databases, since they include the data as they were 
originally reported at each point in time.

Construction of a real-time database for Canada was 
recently initiated by Campbell and Murphy (2006), and 
the Organisation for Economic Co-operation and 
Development (OECD) maintains real-time data for 
member countries going back a few years. In addition, 
Keshishbanoosy et al. (2008) document the contents 
of a real-time database for Canadian money and 
credit aggregates.

With access to National Accounts data as they were 
initially published through time, economists can now 
begin quantifying the uncertainty surrounding the 
initial estimates of variables of interest, thereby 
producing confi dence intervals around past data as 
depicted in Chart 1, panel (b). Some effort is also 
being made to understand whether the revision 
process can be predicted. If that is the case, it would 
reduce the uncertainty associated with data revisions.3 
For example, Galbraith and Tkacz (2007) fi nd that debit 

2 See the database developed by Croushore and Stark (2001).
3 Of course, some revisions, such as those related to conceptual 

changes, are necessarily unpredictable. Studies that deal with 
predicting revisions focus on near-term revisions related to the 
incorporation of additional information that improves estimates of 
key National Accounts variables. Proxy variables can potentially be 
useful for predicting this regular revision process.

probability that infl ation would deviate from the target 
band would be of value. Table 1 presents the com-
puted probabilities that the next period’s infl ation rate 
will lie within various ranges.

Density forecasts reveal that the infl ation rate would 
be within the target band with 97 per cent confi dence 
for the period under study, with the probability of 
being above the target band being slightly higher than 
the probability of being below it.

Uncertainty about the present

Quantities such as GDP, and many other economic 
variables, are not directly observable and must 
therefore be estimated by Statistics Canada. The 
estimates are produced using various surveys and 
variables covering all sectors of the economy. 
Because of the time required to compile all this 
information, data for a given quarter will not be 
released until about two months after the end of the 
quarter. For example, data for the fi rst quarter, ending 
on 31 March, will not be available until about 31 May, 
which is well into the second quarter. To produce 
GDP forecasts at any point during the second quarter, 
forecasters will, at best, have data only up to the 
previous quarter. This problem of “forecasting” the 
current value of an economic variable is commonly 
called “nowcasting.” For the purpose of nowcasting, 
analysts rely on coincident indicators, that is, vari-
ables that are correlated with fl uctuations in GDP 
growth but are available on a more timely basis 
(i.e., with a shorter reporting lag). Nunes (2005) is a 
recent example of a nowcasting study of GDP growth, 
but work on identifying coincident indicators of 
economic activity goes back to Burns and Mitchell 
(1946) who classifi ed hundreds of economic variables 
as leading or coincident indicators.

Generally, analysts can monitor developments in 
variables where the publication lags are shorter, such 
as employment, housing starts, and manufacturing 
indexes, in order to gauge economic activity prior to 
the offi cial release of data on GDP growth. Such 
monitoring can be used to provide advice to decision-
makers prior to the release of National Accounts data.

Table 1: Infl ation probabilities forecast for 
different ranges

Infl ation range < 1% 1% to 2% 2% to 3% > 3% 1% to 3%

Probability 0.007 0.487 0.485 0.021 0.971

Source: Li and Tkacz (2006), Table 4
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Revisions to GDP growth: An international 

comparison

To put revisions to Canadian data into context, 
revisions to Canadian GDP growth are compared with 
those reported by a small number of other OECD 
countries. To ensure that the data are as comparable 
across countries as possible, all our data are obtained 
from the OECD. The data were initially published in 
the OECD’s Main Economic Indicators, and every 
issue from 2001 onwards was used to create a 
real-time database for OECD-member countries and 
for a select group of other countries.4 Levels of real 
GDP are obtained for each country from the fi rst 
quarter of 2001 to the third quarter of 2009.5 Once the 
growth rates are computed as described by equations 
(1) and (2), the fi rst and last observations are dropped, 
so that ,1,2 − tt xx &&  can be studied.

Release dates for National Accounts 

differ across countries, and this 

may infl uence the size of the 

reported revisions.

Although the data studied were compiled by a single 
organization, international comparisons are still 
complicated by the fact that release dates for National 
Accounts differ across countries, and this may 
infl uence the size of the reported revisions. For 
example, the fi rst release for GDP growth in the third 
quarter of 2007 for Canada, Germany, and the United 
Kingdom appeared in the December 2007 issue of 
the Main Economic Indicators; however, it appeared 
in the November 2007 issue for the United States, and 
in the January 2008 issue for Australia. In other words, 
fi rst-release estimates for GDP growth were available 
earlier for the United States and later for Australia. If 
statistical agencies are allowed more time to release 
their fi rst estimates of National Accounts, they may 
be able to incorporate additional information and 
therefore require smaller revisions in the future.

4 The database, located at http://stats.oecd.org/mei, currently contains 
National Accounts data for 35 countries and the euro area.

5 Note that in 2001, Statistics Canada switched from a Laspeyeres to a 
Chain Fisher index in computing GDP in order to make Canadian 
fi gures more accurate and more directly comparable with those of 
the United States; see Statistics Canada (2002) for technical details. 
Conceptual changes may also have been implemented for some 
countries over the sample in our study, so our cross-country results 
should be viewed as suggestive rather than conclusive.

card transactions can be useful for predicting revisions 
to GDP growth up to four quarters in the past.

Revisions to National Accounts

This section presents some updated descriptive 
statistics of the revision process for data in the 
Canadian National Accounts, thereby providing some 
estimates about uncertainty related to the past. The 
focus is specifi cally on the annualized quarterly 
growth rate of GDP or one of its components 
 (consumption expenditures, business investment, 
government spending, exports, and imports).

The fi rst release of the level of real GDP, or any of its 
components, is denoted by x1, t  for time t, and x2, t 
denotes the second release of the level of real GDP 
(or any of its components) for time t.
The initial, or fi rst-release, annualized quarterly growth 
rate is then calculated as

 400ln
1,2

,1
,1 ×=

−t

t
t x

x
x& ,   (1)

where ln denotes the natural logarithm. Note that the 
initial annualized quarterly growth rate of GDP for a 
given period is computed using the fi rst release of 
the level of GDP for the current period and the second 
release of the level for the previous period. For 
example, the annualized growth rate of 0.3 per cent 
for the third quarter of 2009 is a function of the fi rst 
estimate for the level of GDP in the third quarter 
(time t ) and the second estimate of the level of 
GDP for the second quarter of 2009 (time t-1).

Following this logic, the second estimate of the 
annualized quarterly growth rate for period t is 
 computed as

 400ln
1,3

,2
,2 ×=

−t

t
t x

x
x& , (2)

and so forth. If past data were not revised, then the 
initial and subsequent growth rates would not change; 
i.e., 0,1,2 =− tt xx &&  , and there would consequently 
be no uncertainty about the past. As new information 
becomes available, however, the statistical agency will 
revise its past estimates of GDP and its components, 
thereby affecting the estimated growth rates. This 
could be particularly important in instances when 
economic growth is stagnating and a recession is a 
possibility.
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Revisions to Canadian GDP are somewhat smaller • 
and less volatile than those of other countries. 
Although Canadian GDP growth is sometimes 
revised by more than 0.5 percentage points, this is 
not unusual for the countries in our sample.

To more accurately depict the revision process in 
these countries, Table 2 presents some simple 
descriptive statistics. The second column is an 
estimate of the mean revision to GDP growth over the 
sample period, which provides a measure of bias in 
the revision process. A mean close to 0.0 indicates 
that upward and downward revisions tend to offset 
each other, so the initial growth rate release is said to 
be unbiased. If the mean is above zero, this indicates 
that GDP growth tends to be, on average, revised 
upwards in the following quarter; below zero, it would 
indicate that the growth rate tends to be revised 
downwards.

The second release is defi ned as the revision that 
accompanies the release of the subsequent quarter’s 
National Accounts data: i.e., the estimate published 
by the OECD three months later. Thus, the second 
release of GDP growth for the third quarter of 2007 for 
Canada, Germany, and the United Kingdom appeared 
in the March 2008 issue of the Main Economic 
Indicators; in the February 2008 issue, for the United 
States; and in the April 2008 issue, for Australia.

We now examine the difference between the second 
and fi rst releases to GDP growth ( ,1,2 − tt xx && ). The 
larger this number is in absolute terms, the greater the 
revisions, and therefore the greater the uncertainty 
surrounding the initial estimate.

Charts 2a and 2b present revisions to the growth 
rate of GDP for Canada, Australia, Germany, the 
United Kingdom, and the United States.6 Several 
features emerge:

The revisions are not necessarily correlated across • 
countries over time. GDP is computed by each 
country’s statistical agency, and although the 
defi nition of GDP and data-collection techniques 
are very similar across these countries, there are 
only a few instances where revisions are of the 
same magnitude or, indeed, in the same direction 
across a group of countries. This could refl ect 
differences in the business cycle, the differing time 
constraints imposed on the statistical agency to 
produce a fi rst estimate of GDP for a given quarter, 
the resources of the statistical agency, etc.

6 McKenzie (2007) analyzes revisions across a broader set of OECD 
countries, using different metrics, and over the 1995 to 2007 period.

Chart 2: Revisions to GDP growth for selected OECD countries
Quarter-over-quarter growth at annualized rates

Source: Author’s calculations using data from OECD Main Economic Indicators
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Table 2: Revisions to GDP growth for selected 
OECD countries
Sample: 2001Q2 to 2009Q2

Country
Mean 

revision

Mean 
absolute 
revision

Confi dence 
interval

Largest 
absolute 
revision

Canada 0.05 0.30 (-0.70, 0.80) 0.96

Australia 0.15 0.45 (-0.94, 1.24) 1.19

Germany 0.08 0.35 (-0.94, 1.10) 1.23

United Kingdom 0.00 0.35 (-1.05, 1.06) 2.04

United States 0.15 0.60 (-1.39, 1.70) 2.67

Note: Revisions are defi ned as the differences between the second and fi rst release of 
the annualized quarterly GDP growth rate for each country. The confi dence interval is a 
simple estimate within which we expect the GDP growth-rate revision to lie 19 quarters 
out of 20. Data obtained from the OECD Main Economic Indicators Original Release and 
Revisions database.
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more confi dence in initial releases of GDP growth 
than their counterparts in other countries.

Finally, the last column lists the largest (in terms of 
absolute values) revision for each country. The largest 
revision for Canada, of almost one percentage point, 
was recorded for the fourth quarter of 2001, which 
can be observed in Chart 2a. The United States also 
had a large positive revision in this quarter (+1.41 per-
centage points). Since growth for the fourth quarter of 
2001 is computed as the percentage change in real 
GDP from the third quarter to the fourth quarter, we 
can surmise that the events of 11 September 2001 
(which occurred in the third quarter) likely made the 
task of estimating economic activity especially 
diffi cult in both countries.

Revisions to growth rates of Canadian 

GDP components

Although headline GDP numbers are very important 
to monetary policy, policy-makers are also interested 
in the underlying factors that contribute to GDP 
growth, since some of these components are neces-
sarily more sensitive to interest rate movements and 
therefore react more strongly to monetary policy 
actions.

The major components of expenditure-based GDP are

total household expenditures on goods and • 
services (C );

business fi xed investment (• I );

expenditures by all levels of government (• G );

total exports (• X ); and

total imports (• IM ).

In practice, Statistics Canada obtains growth esti-
mates for each component (which can be further 
disaggregated) and then aggregates them to obtain 
an estimate of GDP growth. Chart 3 presents the 
same revision series for Canadian GDP growth 
shown in Chart 2, together with the revisions to the 
growth rates of each major GDP component. Some 
observations:

Revisions to the growth rates of GDP components • 
are more pronounced than the revisions to GDP 
growth itself. Note that the vertical scale of Chart 3 
is wider than that of Chart 2, so revisions to total 
GDP growth seem almost benign in Chart 3 
relative to Chart 2. In contrast, the growth rates of 
some of the components in Chart 3 are often 
revised by more than 2 percentage points.

The mean revision to Canadian GDP growth is 0.05 
percentage points, which is trivial. Such a revision is 
consistent with the revisions of other countries and 
statistically is not signifi cantly different from 0.0. The 
largest average revision is for Australia and the United 
States at 0.15 percentage points. Because our sample 
is relatively short, however, the associated estimated 
standard errors are suffi ciently large that the average 
revision for each country is not statistically different 
from 0.0.

The third column presents the mean absolute revision, 
which is the average of the absolute value of the 
revisions. This statistic allows us to gauge the average 
magnitude of the revisions, regardless of whether the 
revision is positive or negative. A higher value here 
indicates that revisions to the GDP growth rate tend to 
be more substantial; a value of zero would indicate 
that the initial growth rate is not revised.

We fi nd that the mean absolute revision for Canada is 
0.3 percentage points, which is smaller, but not signifi -
cantly different, than the numbers for other countries in 
the sample. The United States tends to have the largest 
revisions, but as mentioned above, this may refl ect the 
fact that its data are released one month sooner than 
those of the other countries in our sample.

Large revisions to the GDP growth of foreign  countries 
are not simply an issue for policy-makers abroad, but 
can have implications for policy decisions in Canada. 
Given that trade is an important component of the 
Canadian economy, Canadian policy-makers are 
interested in monitoring economic conditions abroad 
in order to gauge the potential demand for Canadian 
goods. If fi gures for foreign GDP growth are substan-
tially revised, this can potentially complicate policy 
decisions in Canada. Being aware of revisions to 
foreign data is therefore important from a Canadian 
perspective.

Apart from the average size of revisions, analysts and 
policy-makers are also interested in the volatility of 
revisions, since less-pronounced revisions lead to 
less uncertainty about the initial estimate of GDP 
growth. Using estimates of the standard deviations of 
the revisions, the fourth column of Table 2 presents 
confi dence intervals for revisions, which correspond 
to an estimate of the uncertainty around the past 
growth rate for k=1  in Chart 1, panel (b). For Canada, 
we estimate that the revision to GDP growth will lie in 
a range of -0.7 to 0.8 percentage points, 19 quarters 
out of 20. This is narrower than the ranges computed 
for the other countries. Although not necessarily 
statistically lower than other countries, it does  suggest 
that Canadian decision-makers may have somewhat 
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for some components. For example, growth of 
consumption and government expenditure tend to be 
revised upwards by more than 0.35 percentage 
points, while export growth is revised downwards by 
0.9 percentage points, on average. In terms of mean 
absolute revisions, consumption growth is revised by 
over 0.5 percentage points, on average, growth of 
investment and government expenditures by about 
1 percentage point, and export growth by almost 
1.4 percentage points. As a result, analysts who are 
required to monitor and forecast the growth of 
Canadian trade face a more daunting task than those 
who focus on other GDP components.

The associated confi dence intervals for revisions to 
the growth rates of the components of GDP are wider, 
sometimes substantially so, than for GDP growth 
itself. Among the components, consumption growth 
is revised between -0.8 and +1.5 percentage points 
19 quarters out of 20; growth in investment and 
government expenditure have roughly similar ranges 
(-2.7 to 2.8 and -2.3 to 3.0 percentage points, respec-
tively); while export and import growth have the most 
uncertainty associated with their initial estimates 
(ranges of -4.3 to 2.4, and -3.2 to 3.3 percentage 
points, respectively).

Based on the data from 2001 to 2009, we can con-
clude that greater uncertainty is associated with the 
fi rst-release growth rates of the components of GDP 
than with the growth rate of GDP itself. This result can 
arise because revisions to the components offset 
each other (for example, higher consumption growth 
can offset lower business investment), thereby muting 
the impact of the revisions to the estimate for total 
GDP, and also because the GDP components are 
necessarily lower in level than total GDP, so revisions 

Revisions to export and import growth are the • 
most pronounced. In particular, export growth was 
subject to several downward revisions between 
2003 and 2006. Revisions to consumption growth 
appear to be the smallest.

In the fourth quarter of 2001, export growth was • 
revised upwards by more than 2 per cent, while 
import growth was revised down by almost 2 per 
cent. Taken together, net exports (X – IM ) were 
raised substantially in this quarter, and combined 
with an upward revision to business investment 
this can explain the relatively large upward revision 
to GDP growth observed for the quarter.

Table 3 presents descriptive statistics for the 
revisions to GDP growth and its components. The 
mean revisions deviate more substantially from zero 

Chart 3: Revisions to estimates of Canadian GDP growth and its components
Quarter-over-quarter growth at annualized rates

Source: Author’s calculations using data from OECD Main Economic Indicators
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Table 3: Revisions to Canadian GDP growth and 
its components
Sample: 2001Q2 to 2009Q2

Series
Mean 

revision

Mean 
absolute 
revision

Confi dence 
interval

Largest 
absolute 
revision

GDP 0.05 0.30 (-0.70, 0.80) 0.96

Consumption 0.35 0.51 (-0.78, 1.48) 1.64

Investment 0.02 1.04 (-2.75, 2.80) -3.83

Government 
 expenditures 0.35 0.98 (-2.30, 3.00) 3.28

Exports -0.94 1.38 (-4.31, 2.43) -5.95

Imports 0.04 1.23 (-3.23, 3.31) -4.93

Note: Revisions are defi ned as the differences between the second and fi rst release of 
the annualized quarterly growth rate of GDP and its components. The confi dence inter-
val is a simple estimate within which we expect the growth-rate revision for each series 
to lie 19 quarters out of 20. Data obtained from the OECD’s Main Economic Indicators 
Original Release and Revisions database.
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above its production capacity at year-end,”7 which 
signals a positive output gap.

Given its importance for policy decisions, researchers 
have documented the impact of data revisions on the 
measurement of the output gap. Orphanides (2001) 
found that, once data revisions are taken into account, 
estimates of the output gap in the United States may 
differ by more than two percentage points, a magni-
tude that is non-trivial from a policy perspective. 
Kozicki (2004) provides measures of the policy 
implications of such revisions.

Proper measurement of the output gap requires not 
only the current level of real GDP, but also an estimate 
of potential GDP. There are several techniques for 
estimating the latter,8 but they tend to provide rela-
tively poor estimates of the output gap in real time.9

The output gap also fi gures prominently in the litera-
ture on policy rules, where the policy rate is specifi ed 
as a simple linear function of the output gap and the 
deviation of the infl ation rate from some target. Taylor 
(1993) found that policy rates in the United States 
could be well explained by such a rule in the 1980s; 
however, if data revisions were taken into account, 
and policy rules were estimated with the data avail-
able to policy-makers at the time decisions were 
being made, such conclusions might not hold. Côté et 
al. (2004) is the most comprehensive assessment of 
policy rules for Canada, and it remains to be deter-
mined how their most robust rules would change, 
given the issue of data revisions.

Finally, the output gap is often used to predict infl a-
tion. If it is subject to measurement error, it would be 
useful to determine how this affects infl ation fore-
casts. Orphanides and van Norden (2005) fi nd that 
output gaps predict infl ation relatively well in the 
United States, but that the forecast performance 
diminishes substantially if real-time estimates of the 
output gap are used instead. An extension of this 
study using recent Canadian data would be very useful.

The role of money

The various measures of growth in the money supply 
are not given as much importance in making policy 
decisions today as was the case 20 years ago. This is 
because the empirical link between growth in the 
money supply and future infl ation appears to have 

7 “Bank of Canada lowers overnight target by 1/2 percentage point to 
3 1/2 per cent,” Bank of Canada Press Release, 4 March 2008.

8 See St-Amant and van Norden (1997) for a survey.
9 See Orphanides and van Norden (2002) for U.S. evidence and Cayen 

and van Norden (2005) for Canada.

to the levels of the components will result in corres-
pondingly larger changes to the growth rates of the 
components.

Data Revisions and Monetary Policy: 

Some Issues and Future Directions

The literature on the consequences of data revisions 
for economic analysis and forecasting has been 
 growing in the past few years, driven by the availability 
of real-time databases. With the availability of the 
OECD’s real-time database and the Bank of Canada’s 
real-time money and credit database, researchers and 
analysts now have access to vintage data that allow 
them to study some important issues for Canadian 
policy-makers. Below are some areas for which 
researchers have recently used real-time data to 
further our understanding.

The output gap

One of the initial motivations for exploring the impact 
of data revisions was the analysis of past policy 
decisions; for example, Runkle (1998) and Croushore 
and Stark (2003). To conduct a fair assessment, 
however, one would have to use data that were 
available to policy-makers at the time decisions were 
being made. As demonstrated above, GDP growth 
rates are revised by an average of more than one-half 
a per cent in some countries, and this after only one 
quarter. To analyze the policy actions of, say, fi ve 
years ago, one would have to study the data that 
policy-makers had at that time.

One of the initial motivations for 

exploring the impact of data 

revisions was the analysis of past 

policy decisions.

A key variable monitored by policy-makers when 
making policy decisions is the output gap: the differ-
ence between the current level of real GDP and the 
level that would exist if all resources in the economy 
were fully employed and the infl ation rate had no 
tendency to deviate from the target. The press 
releases that accompany interest rate announce-
ments by the Bank of Canada on fi xed announcement 
dates often allude to the output gap in statements 
such as, “Overall, the Canadian economy remained 
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 inferences may have been made in past studies that 
have assessed the relative performance of competing 
forecasting models. In a different context, Jacobs and 
van Norden (2006) develop a method for constructing 
optimal forecasts and confi dence intervals that are 
valid in the presence of data revision and use multiple 
vintages of data.

Development of such new techniques and their 
application to Canadian data are also important areas 
for future research.

Conclusion

Data revisions have been recognized as an issue by 
economists for some time, but research on the impact 
of data revisions has grown markedly in recent years 
with the advent of real-time databases. Canadian 
real-time databases are now available, and Canadian 
practitioners are expected to use these resources to 
improve the reliability of their models.

Data revisions can be viewed as uncertainty about the 
past, which feeds into uncertainty about the future. 
Revisions to Canadian GDP growth are found to be 
somewhat lower than those in some other OECD 
countries. However, revisions to the growth rates of the 
components of Canadian GDP are appreciably larger, 
which can lead to greater uncertainty for analysts who 
must monitor and forecast those components.

Data revisions can affect policy decisions in several 
ways, notably by yielding more uncertainty around 
the true values of the variables of interest to policy-
 makers. Furthermore, they can affect the existence of 
fundamental relationships between variables and 
cloud the judgment of analysts. Many outstanding 
research questions remain to be resolved for policy-
makers, but the existence of real-time databases for 
Canada should help to answer some of these ques-
tions in coming years.

weakened, partly as a result of innovations in banking 
products. However, as Keshishbanoosy et al. (2008) 
show, the money supply itself is subject to revision. It 
may therefore be worthwhile to further explore the 
links between money growth, macroeconomic 
variables, and policy decisions in a real-time context. 
Garratt et al. (2007) fi nd some evidence that the 
 predictive power of broad money in the United Kingdom 
did not decrease as much in the 1980s as is popularly 
perceived when real-time data is used.

Monitoring

From equation (1) we observe that the current growth 
rate of GDP is a product of this period’s GDP level 
and the revised level of last period’s GDP. In other 
words, success in monitoring this period’s growth rate 
hinges partly on the magnitude of the revision to last 
period’s GDP. Analysts should therefore expend some 
effort in trying to understand the nature of revisions 
and, indeed, try to predict them, if possible.

The literature remains divided as to whether past 
revisions are, in fact, predictable, but preliminary 
evidence presented by Galbraith and Tkacz (2007) for 
Canadian data suggests that revisions can be partially 
anticipated. In future work, analysts can explore other 
explanatory variables, as well as understanding 
whether revisions are likely to be more pronounced in 
some periods than in others. For example, revisions 
may be larger around the turning points of business 
cycles, so in such periods of uncertainty analysts may 
wish to anticipate large revisions and therefore build 
larger confi dence intervals around their estimates of 
current GDP growth.

Given the large revisions to the components of GDP 
growth, the payoff for predicting the revisions could 
be potentially smaller confi dence intervals around the 
monitoring of these variables.

Statistical methodology

Some statistical methods used by economists may 
not be valid in the presence of data that are subject to 
revision, and so some empirical fi ndings may have to 
be reconsidered. New techniques are currently being 
developed to deal with such issues, but it may be 
some time before analysts can fully exploit them. For 
example, Clark and McCracken (2009) propose a new 
forecast-encompassing test (a test used to select 
among competing forecasting models) that can be 
used in the presence of revised data. Up to this point, 
many tests applied in the fi eld have ignored data 
revisions, so it is possible that some incorrect 
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Appendix: Revision Policy for the Canadian National Accounts

Revisions to the National Accounts can be of three 
different types: (i) regular revisions that take into 
account new information and/or reconcile data from 
the myriad surveys and sources that are used as 
inputs to the construction of the National Accounts; 
(ii) conceptual revisions arising from changes in 
defi nitions within the National Accounts; and 
(iii) historical revisions that are (infrequently)  performed 
for various reasons.

Regular revisions

In the absence of conceptual changes or major 
historical revisions, the National Accounts are regu-
larly revised to take into account new information and/
or to reconcile data from the sources used to con-
struct them. The revision schedule is as follows:

Data for preceding quarters of the year are • 
revised when the data for the current quarter are 
published.

Revisions extending back four years are made with • 
the publication of fi rst-quarter data for a new year.

These are the revisions that should be of most interest 
to analysts and policy-makers since they can infl u-
ence one’s perception about the relative strength or 
weakness of the economy and can therefore infl uence 
current decisions.

Source: Statistics Canada <http://www.statcan.ca/
english/freepub/13-010-XIE/2003001/revision2003001.
htm>

Conceptual revisions

These revisions can arise because of changing 
perceptions about how certain segments of the 
economy should be classifi ed or because of funda-
mental changes in quantifying economic activity. For 
example, major conceptual changes occurred with 
the release of the May 2001 National Accounts in 
which the method for measuring the capitalization of 
software was changed and the move from a 
Laspeyres Index to a Chain Fisher Volume Index took 
place, which made the Canadian and U.S. National 
Accounts more comparable. This second factor, in 
particular, renders the comparison of revisions before 
and after 2001 more challenging. See Statistics 
Canada (2002) for technical details.

Historical revisions

About once every ten years, Statistics Canada will 
revise data farther back than the typical four years. 
Such historical revisions are conducted to “improve 
estimation methods, eliminate statistical breaks 
resulting from more limited revisions and introduce 
conceptual changes into the system.” Such revisions 
would have the greatest impact on users of macro-
economic models, who might fi nd that parameter 
estimates were affected by such revisions. The latest 
historical revision occurred in December 1997, and the 
next is scheduled for 2012/2013. For further details 
see <http://www.statcan.ca/english/concepts/nateco/
ann.htm>.
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