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Abstract

The author develops a strategy for utilizing higher moments and conditioning information efficiently, and hence improves on the variance bounds computed by Hansen and Jagannathan (1991, the HJ bound) and Gallant, Hansen, and Tauchen (1990, the GHT bound). The author’s bound incorporates variance risk premia. It reaches the GHT bound when non-linearities in returns are not priced. The author also provides an optimally scaled bound with conditioning information, higher moments, and variance risk premia that improves on the Bekaert and Liu (2004, the BL bound) optimally scaled bound. This bound reaches the BL bound when non-linearities in returns are not priced. When the conditional first four moments are misspecified, the author’s optimally scaled bound remains a lower bound to the variance on pricing kernels, whereas the BL bound does not. The author empirically illustrates the behaviour of the bounds using Bekaert and Liu’s (2004) econometric models. He also uses higher moments and conditioning information to provide distance measures that improve on the Hansen and Jagannathan distance measures. The author uses these distance measures to evaluate the performance of asset-pricing models. Some existing pricing kernels are able to describe returns ignoring the impact of higher moments and variance risk premia. When accounting for the impact of higher moments and variance risk premia, these same pricing kernels have difficulty in explaining returns on the assets and are unable to price non-linearities or higher moments.
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1. Introduction

Recent years have witnessed an explosion of research that incorporates conditional skewness and conditional kurtosis in asset-pricing models (Harvey and Siddique (2000); Dittmar (2002); and others). As shown in Harvey and Siddique (2000) and Dittmar (2002), the market price of skewness risk and kurtosis risk is a key determinant in explaining the cross-section of returns. These models perform well empirically using the Hansen and Jagannathan (1991, hereafter HJ) variance bound and the Hansen and Jagannathan (1997) distance. In addition, the pricing kernels of recent models such as the non-separable utility model of Heaton (1995), incomplete-markets model of Constantinides and Duffie (1996), or polynomial pricing kernels of Bansal, Hsieh, and Viswanathan (1993) and Chapman (1997), lie inside the feasible region defined by these bounds. Although the HJ variance bound and distance are useful for asset-pricing models, they incorporate only the first two moments of asset returns. The HJ distance and variance bound use only the first two moments to evaluate the performance of non-linear pricing kernels or pricing kernels that incorporate higher-order moments. Further, studies such as by Gallant, Hansen, and Tauchen (1990, hereafter GHT), Ferson and Siegel (2001, 2003), and Bekaert and Liu (2004) suggest that the conditioning information is useful to improve the performance of asset-pricing models. Although asset-pricing models perform well empirically using the conditioning information, the GHT bound incorporates the first two conditional moments of asset returns.

In this paper, we study the use of conditioning information and derivatives to effectively increase the dimension of asset payoffs space, and hence improve the HJ distance measures and the HJ variance bound. We provide three variance bounds on pricing kernels. We first derive an efficient variance bound on pricing kernels, which we term the UCHM bound. It incorporates time-varying higher moments and variance risk premia. A large body of theory and evidence suggests that the variance risk is priced in the market (see Bakshi and Madan (2000); Bakshi, Kapadia, and Madan (2003)). Time-varying higher moments and variance risk premia are important to effectively manage risk and allocate assets, to accurately price and hedge derivative securities, and to understand the behaviour of financial asset prices. The UCHM bound is a sum of two terms. The first term is the GHT bound. The second term is a function of the first four conditional moments of asset returns and the pure variance risk premia. As shown in Bondareko (2004), the variance risk premia can be decomposed into two components. The first component is proportional to the risk premium on primitive assets. The second component is called the pure variance risk premia. It represents the part of the variance risk premia that is independent of the risk premia on primitive assets. Bondareko shows that variance risk premia are a key determinant in explaining returns that exhibit significant non-linearities (skewness). When non-linearities in returns are not priced, that
is, skewness is not priced, we show that the UCHM bound reaches the GHT bound. Second, we derive a bound with unconditional higher moments and variance risk premia, which we term the HM bound. When skewness is not priced, we show that this bound reaches the HJ bound. Third, we use the scaled returns to derive the best (largest) variance bound that incorporates time-varying higher moments and variance risk premia. We term this variance the OHM bound. When non-linearities in returns are not priced, we show that the OHM bound reaches the Bekäert and Liu (2004) optimally scaled variance bound. The OHM bound has some advantageous features. First, it is efficient. Our approach optimally exploits conditioning information with higher moments, leading to a sharper bound. Second, the OHM bound is robust to the misspecification of the conditional mean, conditional variance, conditional skewness, and conditional kurtosis. The OHM bound provides a bound to the variance of the true pricing kernel even if incorrect proxies to the conditional first four moments are used. Third, we show that the OHM bound can be used to propose a diagnostic test for the first four conditional moments of asset returns if the conditional prices of derivatives are correctly specified.

Our paper also provides distance measures to evaluate asset-pricing models. We propose two distance measures. We first propose an unconditional distance measure that incorporates higher moments and variance risk premia. We term this distance the HM distance. It reaches the HJ distance when skewness is not priced in the market. We use the scaled returns to propose an optimal distance measure, which we term the OHM distance, to evaluate pricing models. We derive the best (largest) distance measure with time-varying higher moments and variance risk premia. When time-varying higher moments and variance risk premia are not important, the OHM distance reaches the distance measure obtained if we use the Bekäert and Liu (2004) scaling approach.

The remainder of this paper is organized as follows. In section 2, we derive the variance bounds that incorporate conditioning information, higher moments, and variance risk premia. In section 3, we derive the distance measures. Section 4 contains an empirical illustration of the bounds. We use Bekäert and Liu (2004) econometric models to illustrate the bounds, and explore the role of misspecification and robustness in the behaviour of the various bounds. In section 5, we use various distance measures to evaluate the performance of asset-pricing models with non-linear pricing kernels. We also investigate time-varying extensions of these pricing kernels. To do this, we use the volatility index, VIX, which is based on Standard & Poor’s (S&P) 500 index option prices and different data sets. We first use hedge fund indexes. Agarwal and Naik (2004) show that a large number of equity-oriented hedge fund strategies exhibit payoffs that resemble a short position in a put option on the market index. Second, we use industry portfolios. Industry portfolios have been used in the empirical asset-pricing literature for tests of candidate asset-pricing models (Dittmar (2002)). Section 6 concludes the paper.
2. Variance Bounds on Pricing Kernels

2.1 Conditional minimum-variance pricing kernel

GHT (1990) assume that economic agents use their information set to form portfolios of risky assets and derive a variance bound on pricing kernels that incorporates conditioning information. Their bound is a function of the asset return first two moments. In this section, we assume that there is a relevant information set, \( I_t \), available to investors and econometricians at a given point in time, and that investors use this set to form portfolios of asset payoffs and derivatives in the same assets. If this is so, investors have a larger set of assets to form their portfolios than in GHT. Intuitively, we augment the available asset space with derivatives:

We define \( r_{t+1} \) as the set of asset payoffs with finite first four conditional moments, \( \#_{t+1} = r_{t+1}^{(2)} \), the payoff of the “volatility contract” with components of the form \( r_it_{t+1}r_{jt+1}, i \leq j \), and \( h (r_{t+1}) \) the payoff of derivatives. This payoff is approximated by its linear regression on asset return and the volatility contract payoff:

\[
h (r_{t+1}) \simeq E_t h (r_{t+1}) + a_t [r_{t+1} - E_t r_{t+1}] + b_t [\vartheta_{t+1} - E_t \vartheta_{t+1}] + \eta_{t+1},
\]

with some residual risk, but the residual risk is not priced. The representation (1) states that the price of the volatility contract suffices to recover the price of derivatives. We consider the set of admissible pricing kernels that conditionally price the bond, the set of asset payoffs, and derivatives with payoff \( h (r_{t+1}) \). This set can be formulated as follows:

\[
F (\overline{m}_t, p_t^\vartheta) = \{ m_{t+1} \in L^2 : E [m_{t+1} (1, r_{t+1}, \vartheta_{t+1}) | I_t] = (\overline{m}_t, p_t, p_t^\vartheta) \},
\]

where \( \overline{m}_t, p_t, \) and \( p_t^\vartheta \) represent the conditional price of the bond, asset returns, and the volatility contract, respectively. \( L^2 \) represents the set of random variables with a finite second moment. The payoff \( r_{t+1} \) is a return. Thus, \( p_t = l \), where \( l \) is a vector column whose components are equal to 1. However, the price of the volatility contract:

\[
p_t^\vartheta = E_t [m_{t+1} \vartheta_{t+1}] = \overline{m}_t E_t \left[ \frac{m_{t+1}}{m_t} \vartheta_{t+1} \right] = \frac{E_t^* \vartheta_{t+1}}{r_{ft}},
\]

is different from \( p_t \). \( E_t^* [x] \) represents the expectation of \( x \) with respect to the risk-neutral measure. For interpretation purposes, assume that there is only one risky asset. If the volatility contract is not priced, \( Cov (m_{t+1}, \vartheta_{t+1}) = 0 \), which indicates that \( E_t \vartheta_{t+1} = E_t^* \vartheta_{t+1} = 0 \).

There is a large body of theory and evidence which suggests that the volatility contract is priced in the market. Its price is easy to estimate. Bakshi and Madan (2000) show that the price of the volatility contract can be recovered from a set of OTM European calls and puts (see also Theorem 1 in Bakshi, Kapadia, and Madan (2003)). Carr and Wu (2004) theoretically and numerically show
that the risk-neutral expected value of the return variance can be well approximated by a particular portfolio of options. Bondareko (2004) finds that the variance risk is priced and its risk premium is negative and economically very large. Using a regression-based analysis, he finds that the variance risk is a key determinant in explaining the performance of hedge funds. Given the evidence that the volatility contract is well priced, we consider the optimization problem:

$$\min_{m \in \mathcal{F}(m_t, \#t)} \sigma^2(m|I_t),$$

which allows us to derive the pricing kernel with minimum variance among the set of pricing kernels that correctly price returns and the volatility contract. Since this pricing kernel correctly prices the volatility contract, it should correctly price derivatives.

Denote:

$$\mu_t = E(r_{t+1}|I_t) \text{ and } \sigma_t^2 = E_t(r_{t+1} - E_t r_{t+1})',$$

$$s_t' = E_t (\vartheta_{t+1} - E_t \vartheta_{t+1})r_{t+1} \text{ and } \kappa_t = E_t \vartheta_{t+1}\vartheta_t'_{t+1},$$

the first four conditional moments of asset returns. We show:

**Proposition 2.1** Given the information set $I_t$, the pricing kernel with minimum variance for its conditional expectation, $m_t$, is:

$$m_{CHM} = m_{GHT} + \gamma_t \varepsilon_{t+1},$$

with $m_{GHT} = \beta_t (r_{t+1} - \mu_t) + \bar{m}_t$ representing the GHT pricing kernel and

$$\varepsilon_{t+1} = \vartheta_{t+1} - E_t \vartheta_{t+1} - s_t' (\sigma_t^2)^{-1} (r_{t+1} - \mu_t),$$

with:

$$\beta_t = (p_t - \bar{m}_t \mu_t)' (\sigma_t^2)^{-1} \text{ and } \gamma_t = \left(\sigma_{\vartheta t}^2 - s_t' (\sigma_t^2)^{-1} s_t \right)^{-1} \left(p_t - \bar{m}_t \right),$$

$$\sigma_{\vartheta t}^2 = \kappa_t - (E_t \vartheta_{t+1}) (E_t \vartheta_{t+1})' \text{ and } \bar{p}_t = \bar{m}_t E_t \vartheta_{t+1} + s_t' (\sigma_t^2)^{-1} (p_t - \bar{m}_t E_t r_{t+1}).$$

The proof of this proposition is very similar to the proof of the minimum variance pricing kernel of GHT when using the vector $(r_{t+1}', \varepsilon_{t+1}')$ in place of $r_{t+1}'$. Equation (5) says that the pricing kernel with minimum variance for its conditional expectation $\bar{m}_t$ is the conditional projection of $m_{t+1}$ onto the space augmented with a constant payoff. The conditional variance of the pricing kernel (5) is a function of the conditional first four moments $(\mu_t, \sigma_t^2, s_t, \kappa_t)$. The matrix parameter $\kappa_t$ is the fourth moment (co-kurtosis) of asset returns. The matrix $s_t$ is related to the notion of co-skewness (see Harvey and Siddique (2000)). The quantity $\sigma_{\vartheta t}^2 - s_t' (\sigma_t^2)^{-1} s_t$ denotes the variance covariance matrix of the residual $\varepsilon_{t+1}$, which we assume is not singular.
The parameter $\gamma_t$ is determined by the correlation between the pricing kernel and the non-linear component of the volatility contract that is not spanned by primitive asset returns. This parameter is proportional to the value $p_t^\theta - \bar{p}_t^\theta$, which we interpret as a pure volatility contract risk premium. It plays an important role in the variance bound (5). The pure volatility contract risk premium is the difference between two components:

$$p_t^\theta - \bar{p}_t^\theta = m_t \left[ E_t^\frac{1}{2} \vartheta_{t+1} - E_t \vartheta_{t+1} \right] - s_t (\sigma_t^2)^{-1} (p_t - \bar{m}_t E_t r_{t+1}).$$

(7)

The first component of (7) is the risk premium on the volatility contract, while the second component is proportional to the risk premium on primitive assets. When non-linearities in returns are priced, expression (7) is different from zero, and the difference between the bound derived in proposition 2.1 and the existing variance bound on pricing kernels is due to the pure variance risk premia. The parameter $\gamma_t$ incorporates information about how investors deal with the uncertainty in variance. This information is important to effectively manage risk and allocate assets, to accurately price and hedge derivative securities, and to understand the behaviour of financial asset prices. The parameter $\gamma_t$ can also be interpreted as the price of co-skewness. To understand this, assume that there are two assets: the risk-free and the market return. The pricing kernel specified in equation (5) is reduced to a quadratic function of the market return. The quadratic pricing kernel is used in Harvey and Siddique (2000) and, more recently, in Dittmar (2002) to investigate the role of co-skewness in asset-pricing models. When there is evidence that skewness is not important in an investment decision, the parameter $\gamma_t$ is equal to zero. In that case, we say that skewness is not priced in the market and expression (5) is reduced to the pricing kernel of the capital asset-pricing model. The next proposition gives conditions under which the conditional variance of the pricing kernel specified in proposition 2.1 reaches the GHT bound.

**Corollary 2.2** Given the information set $I_t$, if the pure volatility contract risk premium is null, the conditional variance of $m_{CHM}$ (see equation (5)) reaches the GHT bound.

GHT also use conditioning information to derive an unconditional variance bound on pricing kernels. In the next section, we derive an unconditional variance bound on pricing kernels that incorporates conditioning information.

### 2.2 Variance bound with higher moments and conditioning information

Our goal in this section is to replicate the analysis in section 2.1 using $F(m, p_t^\theta)$ in place of $F(m_t, p_t^\theta)$ and using an unconditional projection in place of the conditional projection. We then consider the problem:

$$\min_{m \in F(m, p_t^\theta)} \sigma^2 (m).$$

(8)
Similarly to proposition 2.1, we show:

**Proposition 2.3** The pricing kernel, \( m_{UCHM} \), solution to (8) is:

\[
m_{UCHM} = m_{GHT}^* + \gamma_{t+1} \varepsilon_t,
\]

with \( m_{GHT}^* = (p_t - \omega \mu_t) (\sigma_t^2)^{-1} \tau_{t+1} + \omega = \frac{\overline{m} - b_1}{1 - d_1} \) where:

\[
b_1 = E_p t (\mu_t^2 + \sigma_t^2)^{-1} \mu_t, \\
d_1 = E_p t (\mu_t^2 + \sigma_t^2)^{-1} \mu_t.
\]

Furthermore, the minimum variance bound with conditioning information and higher moments (hereafter, the UCHM bound) is:

\[
\sigma_{UCHM}^2 = \sigma_{GHT}^2 + E \gamma_t \left( \frac{\sigma^2_{st} - s_t (\sigma_t^2)^{-1} s_t}{\gamma_t} \right).
\]

where \( \sigma_{GHT}^2 \) is the GHT variance bound.

**Proof.** Let \( P_t \) be a space of payoffs at some future date on portfolios of assets and derivatives, and let \( P \) be the space of all random variables in \( P_t \) with finite unconditional second moments. Since \( m \) has a finite second moment, the unconditional least-squares projection of \( m \) onto \( P \) is the same as the conditional projection of \( m \) onto \( P_t \). Hence, the solution to (8) is the same as (5), with \( m_t \) replaced by \( m_{UCHM} \).

In the case where conditional moments are replaced by unconditional moments: \( (\mu_t, \sigma_t^2, s_t, \kappa_t) = (\mu, \sigma^2, s, \kappa) \), and conditional prices are replaced by unconditional prices \( (p_t, p^0_t) = (p, p^0) \), the pricing kernel (9) is reduced to an unconditional minimum-variance pricing kernel. The variance of this pricing kernel is denoted the unconditional variance bound with higher moments (hereafter, HM bound). When the first four conditional moments \( (\mu_t, \sigma_t^2, s_t, \kappa_t) \) and the price of the volatility contract are correctly calculated, it is easy to compute the UCHM bound. In the case where the first four conditional moments are not correctly specified, the UCHM bound is difficult to estimate. If one uses the semi-non-parametric method of Gallant, Hansen, and Tauchen (1990) to estimate conditional moments, it is possible to overestimate the true UCHM bound. In that case, the UCHM bound fails to be a lower bound for the variance of the pricing kernels.

### 2.3 Optimally scaled variance bound under higher moments

The conditional higher moments are not easy to compute. In this section, we derive a variance bound that remains a lower bound to the variance of pricing kernels even if conditional higher

\footnote{This argument is similar to the proof of Theorem A.2 in Hansen and Richard (1987).}
moments are misspecified. To do this, we scale the risky asset returns with the conditioning random variable, \( z_1 \in I_t \), that is believed to capture time variation in expected returns. Thus, the scaled return is \( z_{1t}'r_{t+1} \). In addition, we scale the non-linear component of the volatility contract that is not spanned by primitive assets with the conditioning variable \( z_{2t} \in I_t \). Thus, the scaled payoff is \( z_{2t}\varepsilon_{t+1} \). We then consider the payoff \( z_t'g_{t+1} \) with \( z_t' = \left(z_{1t}', z_{2t}' \right) \) and \( g_{t+1} = \left(r_{t+1}', \varepsilon_{t+1}' \right) \), where \( \varepsilon_{t+1} \) is defined in (6). There exists an HJ bound based on the scaled payoff \( z_t'g_{t+1} \):

\[
\sigma^2 \left( \overline{m}, z_t'g_{t+1} \right) = \left( \frac{E \left( z_t'\pi_t \right) - \overline{m}E \left( z_t'g_{t+1} \right)}{\text{Var} \left( z_t'g_{t+1} \right)} \right)^2, \tag{13}
\]

where \( \pi_t' = \left( p_t', p_t'^{\theta} - \overline{p}_t^2 \right) \). We call expression (13) the scaled variance bound with higher-order moments. The relevant question we ask is: what conditioning variable \( z_t \) yields the best (largest) scaled variance bound with higher-order moments? This is a problem of variational calculus. We call this bound the “Optimally scaled bound under Higher Moments” (hereafter, the OHM bound). The OHM bound is:

\[
\sigma^2_{OHM} = \sup_{z_t \in I_t} \sigma^2 \left( \overline{m}, z_t'g_{t+1} \right). \tag{14}
\]

This bound is the highest variance bound that incorporates higher moments when the conditioning information is used. To derive the solution to (14), we consider the following notation:

\[
a_1 = E \left( \overline{p}_t' \left( \mu_t \mu_t' + \sigma_t^2 \right)^{-1} \right), \tag{15}
\]

\[
a_2 = E \left( \overline{p}_t'^{\theta} - s_t' \left( \sigma_t^2 \right)^{-1} pt \right) \left( \sigma_t^2 - s_t' \left( \sigma_t^2 \right)^{-1} st \right)^{-1} \left( \overline{p}_t'^{\theta} - s_t' \left( \sigma_t^2 \right)^{-1} pt \right), \tag{16}
\]

\[
b_2 = E \left( E_t\overline{p}_{t+1} - s_t' \left( \sigma_t^2 \right)^{-1} E_t r_{t+1} \right) \left( \sigma_t^2 - s_t' \left( \sigma_t^2 \right)^{-1} st \right)^{-1} \left( \overline{p}_t'^{\theta} - s_t' \left( \sigma_t^2 \right)^{-1} pt \right), \tag{17}
\]

\[
d_2 = E \left( E_t\overline{p}_{t+1} - s_t' \left( \sigma_t^2 \right)^{-1} E_t r_{t+1} \right) \left( \sigma_t^2 - s_t' \left( \sigma_t^2 \right)^{-1} st \right)^{-1} \left( E_t\overline{p}_{t+1} - s_t' \left( \sigma_t^2 \right)^{-1} E_t r_{t+1} \right), \tag{18}
\]

and show:

**Proposition 2.4** The solution, \( z_t^* \), to the maximization problem

\[
\sigma^2_{OHM} = \sup_{z_t \in I_t} \sigma^2 \left( \overline{m}, z_t'g_{t+1} \right)
\]

is given by:

\[
z_t^* = \left( z_{1t}', z_{2t}' \right),
\]

with

\[
z_{1t}' = \left( \mu_t \mu_t' + \sigma_t^2 \right)^{-1} \left( p_t - \omega_t \right), \tag{19}
\]
and

\[ z_{2t}' = \left( \sigma_{2t}' - s_t' \right)^{-1} \left( p_{t} - \bar{p}_{t} \right). \]  

(20)

So the optimally scaled payoff is \( z_{2t}' g_{t+1} = z_{1t}' r_{t+1} + z_{2t}' \varepsilon_{t+1} \). Furthermore, the maximum bound with higher moments has two components:

\[ \sigma_{OHM}^2 = \left[ a_1 (1 - d_1) + \bar{m} d_1 - 2\bar{m}b_1 + b_1^2 \right] \left[ \sigma_t^2 s_t' - s_t' \left( \sigma_t^2 \right)^{-1} s_t \right]^{-1} \left( \left( \frac{p_t}{p_t} \right) - \omega \left( \mu_t \right) \right). \]  

(21)

where \( a_1, b_1, \) and \( d_1 \) are defined in (10), (11), (15) and \( a_2, b_2, d_2 \) are defined in (16), (17), and (18). Each component of the maximum bound is positive.

**Proof.** Bekaert and Liu (2004) give the solution to \( \sup_{z_t \in I_t} \sigma^2 \left( \bar{m}, z_t g_{t+1} \right) \). Using \( g_{t+1} = \left( r_{t+1}', \varepsilon_{t+1}' \right) \) in place of \( r_{t+1}' \) in the proof provided by Bekaert and Liu (2004), we obtain:

\[ z_t^* = \left( \frac{\mu_t + \sigma_t^2}{0} \right) \left( \sigma_{2t}' - s_t' \left( \sigma_t^2 \right)^{-1} s_t \right)^{-1} \left( \left( \frac{p_t}{p_t} \right) - \omega \left( \mu_t \right) \right). \]

Substituting the optimally scaled payoff \( z_{2t}' g_{t+1} \) in \( \sigma^2 \left( \bar{m}, z_t g_{t+1} \right) \), we obtain the maximum bound with higher moments. ■

The optimal scaling factor \( z_{2t}' = \left( z_{1t}', z_{2t}' \right) \) depends on the conditional distribution function through the first four conditional moments \( \left( \mu_t, \sigma_t^2, s_t, \kappa_t \right) \). When these moments are known to econometricians or researchers, and if \( p_t^0 \) and \( p_t \) are correctly specified, we show the relation between the OHM and the UCHM bound.

**Proposition 2.5** Consider the payoffs \( r_{t+1} \) and \( \vartheta_{t+1} \) with conditional prices \( p_t \) and \( p_t^0 \). Assume that the first four conditional moments of asset payoffs are \( \left( \mu_t, \sigma_t^2, s_t, \kappa_t \right) \); then the OHM bound is:

\[ \sigma_{OHM}^2 = \sigma_{UCHM}^2. \]  

(22)

**Proof.** The UCHM bound represents the efficient way of using conditional information. Thus, it follows that:

\[ \sigma^2 \left( \bar{m}, z_{t} g_{t+1} \right) \leq \sup_{z_t} \sigma^2 \left( \bar{m}, z_{t}' g_{t+1} \right) \leq \sigma_{UCHM}^2. \]

From proposition 2.4, we know that \( \sigma_{OHM}^2 \) has the form described in (21). The variance of \( z_{2t}' g_{t+1} \) is:

\[ \text{Var} \left( z_{2t}' g_{t+1} \right) = \text{Var} \left( z_{1t}' r_{t+1} \right) + \text{Var} \left( z_{2t}' \varepsilon_{t+1} \right) = \sigma_{UCHM}^2. \]

We substitute \( z_{2t}' \) in this variance and use the definition of \( a_1, b_1, d_1 \) and \( a_2, b_2, d_2 \) to obtain \( \sigma_{OHM}^2 = \sigma_{UCHM}^2. \) ■

This paper is related to the Bekaert and Liu (2004; hereafter the BL bound) article. BL find the scaling factor that yields the largest HJ bound. Their variance bound is a function of the first two moments of asset returns. The BL bound uses only asset payoffs, whereas in this paper we use asset payoffs and derivatives. The BL optimally scaled bound is:

\[
\sigma^2_{OSB} = \frac{a_1 (1 - d_1) + \bar{m}^2 d_1 - 2 \bar{m} b_1 + b_1^2}{1 - d_1},
\]

where \(a_1, b_1,\) and \(d_1\) are defined in (15), (10), and (11). If the conditional skewness is not priced, \(p_t^\beta = p_t^\beta\) and the optimally scaled bound with higher moments collapses to the Bekaert and Liu (2004) optimally scaled bound:

\[
\sigma^2_{OHM} = \sigma^2_{OSB}.
\]

Ferson and Siegel (2001) use conditioning information efficiently to solve for unconditionally minimum variance portfolios. Since there is a duality between HJ frontiers and the mean standard deviation frontiers, there exists a variance bound that is observationally equivalent to the Ferson and Siegel mean standard deviation frontiers. As mentioned in Bekaert and Liu (2004), this bound is not as sharp as the Bekaert and Liu bound because it restricts the portfolio weight to have a sum of one. Ferson and Siegel (2003) assume correct specification of the conditional moments and empirically illustrate the variance bound on the pricing kernel. Their bound is often close to, but lower than, the Gallant, Hansen, and Tauchen (1990) bound. The bounds derived in this paper are sharper than the Gallant, Hansen, and Tauchen and the Bekaert and Liu (2004) bounds. Consequently, they are sharper than the Feron and Siegel bounds.

2.5 Relation to Snow (1991)

The present paper is also related to Snow (1991). Snow assumes that the pricing kernel must be a positive random variable, and it should correctly price the set of asset returns \(r_t+1\) and the call option \(\left(\omega' r_{t+1}\right)^+\) with \(\omega \in \mathbb{R}^n\). He then uses Holder’s inequality to derive a lower bound on the \(\delta^{\text{th}}\) moments of the pricing kernel \(m^2\):

\[
\left( E \left[ m^\delta \right] \right)^{\frac{1}{\delta}} \geq \lambda(\delta) = \sup_{p \in P} \frac{E \pi(p^+)}{E |p^+|^\frac{1}{\delta}},
\]

where \(\frac{1}{p} + \frac{1}{\delta} = 1\) and \(\pi(x)\) represents the price of the portfolio \(x\), and \(P\) represents the set \(\{p = \omega' r_{t+1} : \omega \in \mathbb{R}^n\}\) of asset returns under consideration. From expression (24), it can be seen

\footnote{We would like to thank the referee for suggesting that we investigate the relationship between the unconditional variance bound with higher-order moments and Snow’s (1991) bound.}
that Snow provides a direct link between the $\delta^{th}$ moments of the pricing kernel and the $\rho^{th}$ moments of asset returns. Snow’s bound has some similarities to our unconditional bound with higher moments. Snow’s variance ($2^{th}$ moments) bound depends on the variance of the option payoff $\left(\omega' r_{t+1}\right)^+$. Therefore, it depends on the higher moments of the asset returns. This paper provides an unconditional variance bound on pricing kernels that depends on the skewness and kurtosis of asset returns. However, there are also many differences between our bound and Snow’s bound, so that our respective papers should be viewed as complements rather than substitutes. First, our unconditional variance bound has a structural interpretation in terms of asset returns mean, variance, skewness, and kurtosis, while Snow’s variance bound does not. We relate our bound to the Hansen and Jagannathan variance bound and show that if skewness is not priced, our bound reaches the Hansen and Jagannathan variance bound. There is no such interpretation for Snow’s bound. Second, the computation of Snow’s bound requires knowledge of the option price $\pi(p^+)$, which is not known. In his empirical implementation, Snow assumes that $\pi(p^+) = \pi(p)$ and computes the lower bound on the $\delta^{th}$ moments of a pricing kernel $m$ using three data sets: small firms, large firms, and small and large firms. He then shows that the moments of the returns of small firms contain information about the pricing kernel that is not contained in the moments of the returns of large firms. Even though the results found in Snow (1991) are interesting, it is useful to point out that the assumption $\pi(p^+) = \pi(p)$ allows Snow’s bound to depend only on asset-return moments. This assumption ignores the price of the call option. This price is an interesting component that can be used to capture the risk premium on the volatility contract $p^2$. As shown in section 2.1, the price of the volatility contract is closely related to the market price of skewness. Our unconditional variance bound depends not only on higher-order moments (co-skewness, co-kurtosis), but also on the volatility contract risk premium. Third, the lower bounds obtained in this paper are derived without a positivity requirement on pricing kernels, whereas Snow considers positive pricing kernels.

3. Implied Distance Measure

3.1 Distance measures

Consider the set, $\mathcal{F}(\overline{m}, p^0)$, of admissible pricing kernels that price the bond, the set of assets payoff, and the volatility contract. Let $h_{t+1}$ be the payoff of risky assets or derivatives and let $y_{t+1}$ be the pricing kernel of a pre-specified asset-pricing model. The price assigned by this pricing kernel should belong to $\mathcal{F}(\overline{m}, p^0)$. When the pre-specified asset-pricing model is false, $y_{t+1} \notin \mathcal{F}(\overline{m}, p^0)$ and there is a strictly positive distance between $y_{t+1}$ and the set $\mathcal{F}(\overline{m}, p^0)$. This implies a positive pricing error of model $y_{t+1}$ on payoff $h_{t+1}$; that is, $|E(y_{t+1}h_{t+1}) - E(m_{t+1}h_{t+1})| > 0$ for all $m_{t+1} \in \mathcal{F}(\overline{m}, p^0)$. Similarly to Hansen and Jagannathan (1997), we define the distance
measure with higher moments, which we call the HM distance:

$$
\delta_{HM} = \min_{m \in F(\bar{m}, \bar{p}')} \| y - m \|, \tag{25}
$$

where $\|x\| = \sqrt{E(x^2)}$ is the usual norm. Following Hansen and Jagannathan (1997, hereafter HJ), we obtain:

$$
\delta_{HM} = \left[ E \left( y_{t+1} \tilde{r}_{t+1} - \tilde{\pi} \right) \right]' \left( E \tilde{r}_{t+1} \tilde{r}_{t+1}' \right)^{-1} E \left( y_{t+1} \tilde{r}_{t+1} - \tilde{\pi} \right), \tag{26}
$$

where $\tilde{r}_{t+1} = (r_{t+1}, \delta_{t+1})$. The value $\tilde{\pi} = (p, \bar{p})$ is the price of $\tilde{r}_{t+1}$. The value $\delta_{HM}$ is the maximum pricing error for the set of portfolios based on asset returns and derivatives with the norm of the portfolio return equal to one. To see the relationship between the distance (26) and the HJ distance, we rewrite (26) as:

$$
\delta_{HM}^2 = \delta_{HJ}^2 + \tilde{\delta}^2, \tag{27}
$$

where:

$$
\delta_{HJ}^2 = E \left( y_{t+1} r_{t+1} - p \right)' \left( E r_{t+1} r_{t+1}' \right)^{-1} E \left( y_{t+1} r_{t+1} - p \right), \tag{28}
$$

and $\tilde{\delta}^2 = E \left( y_{t+1} \varepsilon_{t+1} \right)' \left( \text{Var}(\varepsilon_{t+1}) \right)^{-1} E \left( y_{t+1} \varepsilon_{t+1} \right) \left( p_{\text{ort}} - \bar{p}_{\text{ort}} \right)$. The value $\delta_{HJ}^2$ is the HJ distance. The value $\tilde{\delta}^2 = \delta_{HM}^2 - \delta_{HJ}^2$ is the deviation of the HM distance from the HJ distance. This value is a function of the asset return first four moments and the pure volatility contract risk premium. If non-linearities in volatility returns are not priced, $\tilde{\delta}^2 = 0$ and the HM distance reaches the HJ distance.

The distance measure $\delta_{HM}$ is still unconditional. To incorporate conditioning information in this measure, we use the scaling argument of the previous section. We scale the returns and the residual $\varepsilon_{t+1}$ with conditioning variables and derive the distance measure based on the scaled payoffs:

$$
\delta^2 \left( y_{t+1}, z_{t} g_{t+1} \right) = \frac{E \left( y_{t+1} z_{t} g_{t+1} - z_{t} \pi_{t} \right)}{E \left( z_{t} g_{t+1} \right)^2}, \tag{29}
$$

with $z_{t} = (z_{1t}, z_{2t})$. We then ask the following question: what conditioning variable $z_{t}$ yields the best (largest) scaled distance measure with higher moments?

$$
\delta^2 = \sup_{z_{t} \in I_t} \delta^2 \left( y_{t+1}, z_{t} g_{t+1} \right). \tag{30}
$$

The next theorem gives the solution to (30).

**Proposition 3.1** The solution $z_{t}^* = \left( z_{1t}^*, z_{2t}^* \right)$ to the maximization problem (30) is given by

\[
\begin{align*}
    z_{1t}^* &= \left( \mu_{t} \mu_{t} + \sigma_{t}^2 \right)^{-1} \left( \sigma_{t} \left( \sigma_{t} \right)^{-1} \right) \left( p_{t} - E_{t} y_{t+1} \right), \\
    z_{2t}^* &= \left( \sigma_{t} \left( \sigma_{t} \right)^{-1} \right) \left( p_{t} - E_{t} y_{t+1} \right).
\end{align*}
\]
So the optimal distance measure with higher-order moments (hereafter, the OHM distance) is

\[ \delta_{OHM}^2 = \delta_{BL}^2 + \delta^2; \]

(31)

with:

\[ \delta_{BL}^2 = E \left[ (E_{yt+1}r_{t+1} - p_t)' \left( \mu_t' + \sigma_t^2 \right)^{-1} (E_{yt+1}r_{t+1} - p_t) \right], \]

(32)

and

\[ \delta^2 = E \left[ \left( E_{yt+1} \xi_{t+1} - \left( p_t^{0'} - p_t^{0}\right) \right)' \left( \sigma_{\xi t}^2 - s_t (\sigma_t^2)^{-1} s_t \right)^{-1} \left( E_{yt+1} \xi_{t+1} - \left( p_t^{0'} - p_t^{0}\right) \right) \right], \]

where \( y_{t+1} \) is the pre-specified pricing kernel. \( \delta_{BL}^2 \) represents the optimal distance measure using the Bekaert and Liu (2004) scaling approach. We call this distance the BL distance.

**Proof.** The proof is similar to the proof of proposition 2.4. Specifically, if \( y_{t+1} \) is constant, propositions 2.4 and 3.1 are identical.\(^3\)

It is useful to point out that Hansen and Jagannathan (1997) also provide a distance measure for positive pricing kernels. In their empirical analysis, Hansen and Jagannathan find that the requirement that the pricing kernel must be positive does not make a big difference. Following their approach, the theoretical set-up provided in this section can be used to derive a distance measure, for positive pricing kernels, that incorporates higher moments. We intend to address this issue in future research.

### 3.2 Estimation of parameters

Assume we have an asset-pricing model with a proxy pricing kernel \( y_{t+1} \). We will examine asset-pricing models in which the proxy pricing kernel is a linear function of a constant and a vector of variable factors, \( f_{t+1} \). Let us define \( F_{t+1} = [1, f_{t+1}'] \), and let the vector of parameters be \( b' = [b_0, b_1'] \). Thus, the pricing kernel proxy is

\[ y_{t+1} = b' F_{t+1}, \]

where \( F_{t+1} \) is the \( k \times 1 \) factor vector, and \( b \) is the \( k \times 1 \) coefficient vector. A big advantage of linear factor models is that they can be solved analytically. Non-zero elements of \( b \) indicate the relevance of a factor as a determinant of the pricing kernel. Define also the vector of returns \( R_{t+1} = (r_{t+1}, r_{t+1}') \) with \( r_{t+1}' = (\partial_{it+1}/p_{it}^{0})_{i=1,…,n} \) where \( r_{t+1}' \) represents the vector of returns on the volatility contract. Similarly to the Hansen and Jagannathan (1997) framework, the estimate

\(^3\)The proof is available from the author on request.
\( \hat{b} \) of \( b \) can be chosen to minimize \( \delta_{HM} \) using the standard generalized method of moments (GMM) approach.

To estimate \( b \), define the pricing error vector \( g = E (y_{t+1}R_{t+1} - 1_N) \), and its sample counterpart

\[
g_T(b) = \frac{1}{T} \sum_{t=1}^{T} R_t y_t - 1_N,
\]

where \( T \) represents the number of time-series observations and \( N \) the number of assets and volatility contracts under consideration. Let \( W_T \) be a sample estimate of \( W = E (R_{t+1}R'_{t+1})^{-1} \). By squaring (25), \( \hat{b} \) can be chosen as

\[
\hat{b} = \arg \min \delta_{HM}^2 = \arg \min g_T'(b) W_T g_T(b).
\]

Equation (33) is a standard GMM problem, but it is not the optimal GMM of Hansen (1982). The optimal GMM uses the weighting matrix \( W_T = S_T^{-1} \), where \( S_T \) is a consistent estimator of \([TVar (g_T)]\). The weighting matrix, \( W = E (R_{t+1}R'_{t+1})^{-1} \), proposed by Hansen and Jagannathan (1997), is invariant across asset-pricing models. We prefer the Hansen and Jagannathan (1997) weighting matrix because it allows us to compare different asset-pricing models. In this case, our weighting matrix is:

\[
W = \left[ \begin{array}{cc} E_t r_{t+1} r'_{t+1} & E_t r_{t+1} r''_{t+1} \\ E_t r'_{t+1} r''_{t+1} & E_t r'_{t+1} r''_{t+1} \end{array} \right]^{-1}.
\]

As shown in expression (34), the matrix \( W_T \) is a function of the asset-returns covariance, skewness, and kurtosis matrix. The Hansen and Jagannathan weighting matrix depends only on the asset returns covariance. Using the first-order conditions of (33), it can be shown that the analytical solution for \( \hat{b} \) is

\[
\hat{b} = \left( D'_T W_T D_T \right)^{-1} D'_T W_T D_T \]

with \( D_T = \frac{1}{T} \sum_{t=1}^{T} R_t F_t' \).

Following Hansen (1982), the asymptotic variance of \( \hat{b} \) is given by

\[
var \left( \hat{b} \right) = \frac{1}{T} \left( D'_T W_T D_T \right)^{-1} D'_T W_T S_T W_D D_T \left( D'_T W_T D_T \right)^{-1}.
\]

For the optimal GMM, the J-test is obtained with

\[
J = g_T' \left( \hat{b} \right) var \left[ g_T \left( \hat{b} \right) \right]^{-1} g_T \left( \hat{b} \right) \xrightarrow{d} \chi^2 (N - k).
\]

Note that the distribution of \( \delta_{HM} \) is not standard under the assumption that the true \( \delta_{HM} \) equals zero. Jagannathan and Wang (1996) show that the distribution of \( T \delta_{HJ}^2 \) involves a weighted sum of \( n - k \chi^2 (1) \) statistics, where \( n \) is the number of assets and \( k \) is the number of estimated parameters.
Similarly to Jagannathan and Wang (1996), it can be shown that the distribution of \( T\delta^2_{HM} \) involves a weighted sum of \( N - k \) \( \chi^2(1) \) statistics. The weights are the \( N - k \) non-zero eigenvalues of

\[
X = S_T^{1/2} W_T^{1/2} \left[ I_N - W_T^{1/2} D_T \left( D_T W_T D_T \right)^{-1} D_T' W_T^{1/2} \right] W_T^{1/2} S_T^{1/2} ' ,
\]

where \( I_N \) is the \( N \) dimensional identity matrix. \( S_T^{1/2} \) and \( W_T^{1/2} \) are the upper-triangular matrices obtained from the Cholesky decompositions of \( S_T \) and \( W_T \). It can be shown that the matrix \( X \) has exactly \( N - k \) non-zero and positive eigenvalues. If we denote \( \lambda_1, \ldots, \lambda_{N-k} \) the eigenvalues of \( X \), then the asymptotic sampling distribution of the \( HM \) distance is

\[
T\delta^2_{HM} \xrightarrow{d} t_{\chi} = \sum_{j=1}^{N-k} \lambda_j \chi_j,
\]

where \( \chi_1, \ldots, \chi_{N-k} \) are independent \( \chi^2(1) \) random variables. To determine the \( p \)-values, \( p(\delta_{HM} = 0) \), of the test \( \delta_{HM} = 0 \) under the null hypothesis that the true distance \( \delta_{HM} \) is zero, one needs to simulate the statistic \( t_\chi \). The standard errors for the estimates of the \( HM \) and \( HJ \) distance are calculated under the alternative hypothesis that the true distance is not equal to zero as in equation (45) of Hansen and Jagannathan (1997). The approach described in this section can be used to estimate \( b \) and compute the \( p \)-values when the conditioning information is used. In this case, scaled returns will be used, instead of returns.

### 3.3 Economic significance of the distance measures

Hansen and Jagannathan (1997) and Campbell and Cochrane (2000) provide economic interpretation of the Hansen and Jagannathan distance measure, \( \delta_{HJ} \). We follow these authors and give two interpretations of the distance measure with higher moments.

The first interpretation is related to the expected return error for a portfolio of basis assets and derivatives. Consider a portfolio of assets and derivatives, and assume that the payoffs of these derivatives can be spanned by the basis asset returns and the volatility contract (see equation (1)). The return on this portfolio is \( \theta' R_{t+1} \). The true expected return for this portfolio, when priced with the true pricing kernel \( m_{t+1} \), is

\[
E \theta' R_{t+1} = r_f \theta' 1_N - r_f \text{cov} \left( m_{t+1}, \theta' R_{t+1} \right),
\]

with \( E m_{t+1} = r_f^{-1} \). Assume that the proxy pricing kernel prices correctly asset returns and the return on the volatility contracts. The expected return computed with the proxy pricing kernel \( y_{t+1} \) when \( E y_{t+1} = E m_{t+1} \) is

\[
E \theta' R_{t+1} = r_f \theta' 1_N - r_f \text{cov} \left( y_{t+1}, \theta' R_{t+1} \right).
\]
Hence, the expected return error is

\[ E\theta' R_{t+1} - E^y \theta' R_{t+1} = r_f \text{cov} \left( y_{t+1} - m_{t+1}, \theta' R_{t+1} \right). \]

Using the Cauchy-Schwartz inequality, it can be shown that

\[ \left| E\theta' R_{t+1} - E^y \theta' R_{t+1} \right| = r_f \left| \text{cov} \left( y_{t+1} - m_{t+1}, \theta' R_{t+1} \right) \right| \leq r_f \| y_{t+1} - m_{t+1} \| \cdot \| \theta' R_{t+1} \|. \]  \hspace{1cm} (35)

The inequality (35) holds as an equality when the portfolio return, \( \theta' R_{t+1} \), is perfectly correlated with \( y_{t+1} - m_{t+1} \). From the first-order conditions of (25), it can be shown that \( y_{t+1} - m_{t+1} = \varphi' R_{t+1} \) with \( \varphi = W g \). Thus, the portfolio with shares \( \theta = \varphi / \delta_{HM} \) is the maximally mispriced portfolio with norm equal to one. Substituting back \( \theta \) into (35) and recognizing that \( E\varphi' R_{t+1} = 0 \) gives:

\[ \frac{|E^y \varphi' R_{t+1}|}{\sigma (\varphi' R_{t+1})} = r_f \delta_{HM} / r_f \delta_{HJ} \sqrt{1 + \frac{\tilde{\delta}^2}{\delta_{HJ}^2}}. \]  \hspace{1cm} (36)

The left-hand side of (36) is the maximum possible expected return error for a portfolio of basis assets and derivatives per unit of standard deviation under the assumption that the true pricing kernel and the proxy pricing kernel have the same mean. The intuition behind (36) is the following. Assume that two pricing kernels are estimated using the distance measure (25). Among these two pricing kernels, the one with the lowest value \( r_f \delta_{HM} \) is the best, in the sense that it gives the lowest maximum expected return error for a portfolio of basis assets and derivatives. It is useful to point out that \( r_f \delta_{HJ} \) is the Hansen and Jagannathan (1997) maximum expected return error for a portfolio of basis assets (only) per unit of standard deviation. If non-linearities contained in derivatives are not priced, \( \tilde{\delta} = 0 \), and (36) coincides with the Hansen and Jagannathan maximum expected return error.

The second interpretation is related to the expected return error for a portfolio of basis assets only. Assume that, although non-linearities matter, investors are interested in the expected return error of a portfolio of basis assets only. The expected return error for this portfolio is

\[ E\theta_1' r_{t+1} - E^y \theta_1' r_{t+1} = r_f \text{cov} \left( y_{t+1} - m_{t+1}, \theta_1' r_{t+1} \right). \]

The first-order conditions of (25) imply that \( y_{t+1} - m_{t+1} = \varphi' R_{t+1} \). Partitioning \( \varphi \) as \( (\varphi_1, \varphi_2) \) and substituting back this equality into the expected return error gives:

\[ E\theta_1' r_{t+1} - E^y \theta_1' r_{t+1} = r_f \text{cov} \left( \varphi_1' r_{t+1}, \theta_1' r_{t+1} \right) + r_f \text{cov} \left( \varphi_2' r_{t+1}, \theta_1' r_{t+1} \right). \]  \hspace{1cm} (37)

When non-linearities matter, the second component in the right-hand side of equation (37) is a function of the higher moments of asset returns and the volatility contract risk premium. To
compare the expected return error, (37), to the Hansen and Jagannathan (1997) maximum expected
return error, we consider the Hansen and Jagannathan (1997) portfolio shares \( \theta_1 = \gamma / \delta_{HJ} \) with
\( \gamma = \left( E_{t+1} r_{t+1} \right)^{-1} \left( E_{yt+1} r_{t+1} - 1 \right) \). Using the share \( \theta_1 \), Hansen and Jagannathan (1997) show
that the maximum expected return error for a portfolio of basis assets (only) is:

\[
\delta_{err} = \left| E_{y' \gamma'} r_{t+1} \right|_{HJ} = r_f \sigma_{HJ} \left( \gamma' r_{t+1} \right).
\] (38)

Using the share \( \theta_1 \) and substituting back this share into equation (37) gives the expected return
error for a portfolio of basis assets (only) when accounting for non-linearities or higher moments:

\[
\left| E_{y' \gamma'} r_{t+1} \right| = r_f \text{cov} \left( \varphi'_{t+1}, \gamma' r_{t+1} \right) + r_f \text{cov} \left( \varphi^p_{t+1}, \gamma' r_{t+1} \right).
\]

Thus, the maximum expected return error for a portfolio of basis assets (only) when accounting
for non-linearities or higher moments is:

\[
\delta_{err} = \left| E_{y' \gamma'} r_{t+1} \right|_{HM} = r_f \text{cov} \left( \varphi'_{t+1}, \gamma' r_{t+1} \right) + r_f \text{cov} \left( \varphi^p_{t+1}, \gamma' r_{t+1} \right).
\] (39)

Equation (39) is the maximum expected return error for a portfolio of basis assets (only) when
the distance measure with higher moments is used. It will be useful in the empirical illustration
(see section 5) to compare \( E_{y' \gamma'} r_{t+1} \) and \( E_{y' \gamma'} r_{t+1} \) and investigate whether higher-order
moments help to have an accurate measure of the expected excess return for a portfolio of basis
assets (only).

4. Illustration of the Variance Bounds: A Simulation Exercise

Do the variance bounds with higher moments contain information about the distribution of
pricing kernels that is not contained in the HJ, GHT, and BL bounds? To shed light on this
question, we use a simulation exercise. The BL econometric models are considered as a benchmark
for comparison purposes. Implementation of these bounds requires knowledge of the conditional
price of the volatility contract and conditional moments. To compute conditional moments, we
consider econometric models estimated by BL. To compute the conditional price of the volatility
contract, we assume that we live in a world with the pricing kernel of the form:

\[
m_{t+1} = \phi_t \left( \frac{C_{t+1}}{C_t} \right)^{\theta_1} \left( R_{Mt+1} \right)^{\theta_2}.
\] (40)

where \( \frac{C_{t+1}}{C_t} \) is the gross consumption growth, \( R_{Mt+1} \) is the return on the market portfolio, \( \theta_1, \theta_2 \)
are constant parameters, and \( \phi_t \) may be constant or a time \( t \) parameter. Most consumption-based
asset-pricing models produce a pricing kernel of the form (40). Under the assumption that the
joint-process asset return and the pricing kernel are conditionally lognormally distributed, it can be shown that the price of the volatility contract is:

\[ p_t^\varphi = r_{ft} \frac{E_t \varrho_{t+1}}{E_t \varrho_{t+1} - \sigma_t^2}, \]  

(41)

where \( r_{ft} \) is the conditional risk-free return.\(^4\) We use the same data set and the econometric models proposed in Bekaert and Liu (2004).\(^5\) The results obtained with the several BL econometric models are similar. We report the results only for the regime-switching model with time-varying transition probability (hereafter the TP RS model). With a likelihood-ratio test, BL cannot reject the TP RS at the 5 per cent level. The TP RS model exhibits interesting time-varying non-linearities in the asset return and consumption process. We use the estimated TP RS parameters as the true population values for the simulation. The conditional moments derived from the TP RS will be considered as the true conditional moments. To compute the misspecified conditional moments, we use the constrained vector autoregression (VAR) model (hereafter CO VAR) estimated in Bekaert and Liu (2004). With a likelihood-ratio test, BL reject the CO VAR model at the 5 per cent level with a \( p \)-value of 0.0000. To illustrate the variance bounds, we simulate asset returns based on the econometric model described above. Simulations use 15,500 observations where the first 500 observations are discarded. The OHM bound has three interesting properties:

**Efficiency and predictability with higher moments**

We explore the efficiency and the predictability with higher moments. We empirically investigate whether higher-order moments may account for predictability in asset returns. In Figure 1, Graph A presents the variance bounds when data are simulated from the TP RS model. Four important results stand out in this graph. First, the difference between the HJ and the HM bounds reveals little predictability, although the difference between these bounds is sharper for small \( \varrho \)'s. Second, the difference between the OHM and the BL bound reveals considerable predictability. In addition, the difference between the UCHM and the GHT bound is considerable. When the pricing kernel mean is in the neighbourhood of 0.995, the OHM bound is 40 per cent higher than the BL bound, while the UCHM bound is 25 per cent higher than the GHT bound. The difference between the bounds that incorporate higher moments and the HJ bound reveals considerable predictability: the OHM bound is 75 per cent higher than the HJ bound, while the BL bound is 20 per cent higher than the HJ bound. Additionally, the UCHM bound is 40 per cent higher than the HJ bound, while the GHT bound is 20 per cent higher than the HJ bound. This predictability is due to (i) the market return’s conditional higher moments, and (ii) the market return’s pure volatility contract risk premium. This result shows that conditioning

---

\(^4\)The proof of this formula is available from the author on request.

\(^5\)We would like to thank Bekaert and Liu for providing us with their data set and parameter estimates.
variables that contain information about higher moments and the volatility contract risk premium help to better predict future returns. Surprisingly, the difference between the UCHM bound and the larger OHM bound is huge, with the OHM bound being larger. There are two potential explanations for this. First, the difference may be due to parameter uncertainty risk. Second, the lognormality assumption used to compute the conditional price of the volatility contract (41) may account for this difference. To examine this issue more closely, Graph B in Figure 1 presents the OHM bound with conditional moments calculated from the TP RS model and the conditional price of the volatility contract calculated from the CO VAR model. When the conditional price of the volatility contract is misspecified, Graph B reveals that the OHM bounds are below the bound calculated with the true conditional price (i.e., the price calculated from the TP RS model using (40)). The UCHM bound underestimates the true lower bound on the variance of pricing kernels. The difference between the UCHM bound calculated with the misspecified conditional price and the true conditional price is quite small. This leads us to conclude that the difference between the OHM and UCHM bound may be due to uncertainty risk.

Diagnostic We investigate whether the OHM bound can be used as a diagnostic tool for the specification of the first four conditional moments. Results are displayed in Figure 2. Graphs A and B present the bounds with data simulated according to the TP RS model and conditional moments calculated from the CO VAR model. Two results stand out. First, as shown in Graph A, the OHM bound highlights the misspecification of the first four conditional moments, while the BL bound does not. Second, as shown in Graph B, the GHT and UCHM bounds fail to highlight the misspecification of the first four conditional moments.

Robustness Figure 2 presents the bounds with data simulated according to the TP RS model and conditional moments calculated from the CO VAR model. When the first four conditional moments are misspecified, Graph A shows that the OHM bound underestimates the bound calculated with the true conditional moments. Graph B shows that the UCHM and GHT bounds calculated with misspecified conditional moments (moments calculated with the CO VAR model) quite overestimate the bound calculated with the true conditional moments (moments calculated with the TP RS model).

5. Performance of Asset-Pricing Models

We first present asset-pricing models of interest. Second, we provide a simple model-free approach to compute the price of the volatility contract, since the variance bounds and the distance measures
depend on the price of the volatility contract. Third, we discuss the performance of these asset-pricing models and their implications in using two independent data sets. We use hedge fund returns and industry portfolio returns.\(^6\)

### 5.1 Asset-pricing models

We evaluate asset-pricing models with linear and non-linear pricing kernels. We also investigate time-varying extensions of these models. The linear and non-linear pricing kernels include the capital asset-pricing model (CAPM), the Fama and French (1993) (hereafter FF) pricing kernel, and the quadratic pricing kernel of Harvey and Siddique (2000, hereafter HS). A big advantage of linear factor models is that they can be solved analytically. In the following, we briefly describe these models. We first consider the pricing kernel implied by the CAPM and its time-varying extensions:

\[
m^{CP(1)}_{t+1} = b_0 + b_1 r_{Mt+1},
\]

\[
m^{CP(2)}_{t+1} = b_0 + b_1 r_{Mt+1} + c_0 z_t,
\]

\[
m^{CP(3)}_{t+1} = (b_0 + c_0 z_t) + (b_1 + c_1 z_t) r_{Mt+1},
\]

where \(r_{Mt+1}\) is the excess return on the market portfolio, and \(b_i\) and \(c_i\) are constant parameters in the model. Second, we consider the Harvey and Siddique (2000) model and its time-varying extensions:\(^7\)

\[
m^{HS(1)}_{t+1} = b_0 + b_1 r_{Mt+1} + b_2 r^2_{Mt+1},
\]

\[
m^{HS(2)}_{t+1} = (b_0 + c_0 z_t) + b_1 r_{Mt+1} + b_2 r^2_{Mt+1},
\]

\[
m^{HS(3)}_{t+1} = (b_0 + c_0 z_t) + (b_1 + c_1 z_t) r_{Mt+1} + (b_2 + c_2 z_t) r^2_{Mt+1}.
\]

The third linear model is the Fama and French three-factors model and its time-varying extensions. We choose this model for its successful performance in cross-sectional stock pricing and mutual fund pricing:

\[
m^{FF(1)}_{t+1} = b_0 + b_1 r_{Mt+1} + b_2 r_{SMBt+1} + b_3 r_{HMLt+1},
\]

\[
m^{FF(2)}_{t+1} = (b_0 + c_0 z_t) + b_1 r_{Mt+1} + b_2 r_{SMBt+1} + b_3 r_{HMLt+1},
\]

\[
m^{FF(3)}_{t+1} = (b_0 + c_0 z_t) + (b_1 + c_1 z_t) r_{Mt+1} + (b_2 + c_2 z_t) r_{SMBt+1} + (b_3 + c_3 z_t) r_{HMLt+1}.
\]

\(^6\)We also repeat the analysis with the 25 Fama and French portfolio returns. The results are not tabulated and are available on request. Conclusions are similar.

\(^7\)We do not investigate the cubic pricing kernel for the following reason. Dittmar (2002) shows that the cubic market return does not improve the performance of the pricing kernel when the market return is measured without human capital. The market return used in this paper is measured without human capital.
where \( r_{SMBt+1} \) (small minus big) is constructed as the difference in returns on small and big stocks. This factor captures risk related to size; \( r_{HMLt+1} \) (high minus low) is constructed as the difference in returns between high and low book-to-market stocks. This factor captures the book-to-market ratio.

5.2 A model-free approach to estimate the price of the volatility contract

It is well known that the volatility contract tends to change unpredictably over time. However, it is less understood whether investors require compensation for the volatility contract risk and, if so, to what extent. This issue has a number of important asset-pricing implications. Because the volatility contract is not a tradable asset and its market price is not observable, it is difficult to estimate its price. Previous researchers (Bakshi, Kapadia, and Madan (2003), Bondareko (2004), and Carr and Wu (2004)) relied on different assumptions in order to infer the volatility contract risk premium from prices of traded options. We propose a model-free approach to estimate the price of the volatility contract \( \delta_{t+1} \). This price is calculated in the following manner. Equation (3) states that the price of the volatility contract, \( \delta_{t+1} \), is:

\[
p^\delta_{it} = \sigma^\delta_{it}^2 + r_{ft},
\]

with:

\[
\sigma^\delta_{it}^2 = E_t \frac{m_{t+1}}{m_{t+1}} (r_{it+1} - r_{ft})^2 \quad \text{with} \quad E_t m_{t+1} = \frac{1}{r_{ft}}.
\]

As articulated in Bakshi and Madan (2000), any payoff function with a bounded expectation can be spanned by a set of out-of-money European call and put. Since the payoff \( (r_{it+1} - r_{ft})^2 \) has a bounded expectation, it can be spanned by a collection of put and call. We then build on the Agarwal and Naik (2004), Bakshi and Madan (2000), and Bakshi, Kapadia, and Madan (2003) frameworks and specify a flexible piecewise linear involving the market return, the square of the market return, and the call option on the market index:

\[
(r_{it+1} - r_{ft})^2 = \beta_0 + \beta_1 R_{Mt+1} + \beta_2 R_{Mt+1}^2 + \beta_3 \max (R_{Mt+1} - k_1, 0) + n_{t+1,k_1},
\]

with some residual risk, but that residual risk will not be priced. The coefficients \( \beta_i \)'s are constant. \( R_{Mt+1} \) represents the market return. We let the data determine the level \( k_1 \); this level is chosen to minimize the sum of the squared errors \( n_{t+1,k_1}^2 \). Since the square of the market return has a bounded expectation, it can be spanned by a set of put and call. Hence, specification (46) is consistent with the theoretical findings in Bakshi and Madan (2000) and Bakshi, Kapadia, and Madan (2003). The advantage of this specification is that it allows us to capture the contribution of linear (covariance), quadratic (co-skewness), and non-linear payoffs (call option) to the price of
the volatility contract risk. The coefficient $\beta_1$ represents the volatility contract beta. Following the literature, this coefficient is expected to be negative. This should be attributed to the negative correlation between the volatility contract $\vartheta_{t+1}$ and the market return. The coefficient $\beta_2$ is closely related to the covariance between the volatility contract and the square of the market return. According to Harvey and Siddique (2000), this coefficient is the co-skewness of the volatility contract with the market. If this co-skewness is economically important, it will manifest through $\beta_2$. Following the empirical evidence provided by Carr and Wu (2004), this coefficient is expected to be positive. The coefficient $\beta_3$ captures the covariance between the volatility contract and the call option payoff. The sign of this coefficient is determined by the correlation between the volatility contract return and the call option return. The risks captured by $\beta_1$, $\beta_2$, and $\beta_3$ are important to effectively manage risk and allocate assets, to accurately price and hedge derivative securities and understand the behaviour of financial asset prices in general. Specification (46) provides a method to retrieve the price of the volatility risk. Applying the Hansen and Richard (1987) pricing formula to this specification, we deduce the risk neutral-variance of asset $i$:

$$\sigma_{it}^2 = \alpha_\sigma + \Lambda_\sigma \sigma_{mt}^2, \quad (47)$$

with $\alpha_\sigma = \beta_0 + r_{ft} \beta_1 + \Lambda_\sigma r_{ft}^2 + r_{ft} \beta_3 \text{Call}_{k_1}$ and $\Lambda_\sigma = \beta_2$, where $\text{Call}_{k_1}$ represents the price of the call option with moneyness $k_1$, and $\sigma_{mt}^2$ represents the variance of the market return under the risk-neutral measure. To compute the price of the call option with moneyness $k_1$, a reasonable benchmark to start is to assume that $R_{Mt+1}$ is lognormally distributed; then the price of the European call option is given by the Black-Scholes formula. The risk-neutral variance $\sigma_{it}^2$ can be substituted back into (45) to obtain a closed-form expression for the price of the volatility contract. Once the price of the volatility contract is calculated, it is easy to derive the return on the volatility contract $\vartheta_{t+1}/p_t^i$.

### 5.3 Application to hedge funds and options

#### 5.3.1 Data

We use hedge funds obtained from the TASS database. It covers over 4,606 funds from February 1977 to March 2004. Our sample starts in January 1996 and ends in March 2004. The data provide monthly hedge fund returns. We use three types of indexes: 1) the Standard & Poor’s Hedge Fund Index (SP); 2) the Hedge Fund Research (HFR) indexes, and 3) the Credit Suisse First Boston/Tremont (TREMONT). The conditioning variable used to proxy $z_{1t}^*$ is the yield spread between 20-year Treasury bonds and 1-month Treasury bills. This variable has been used in the

---

8We would like to thank the referee for suggesting that we investigate this issue.
literature as a proxy for the changes of risk in the market. It is shown to be correlated with the business cycle.\textsuperscript{9} The conditioning variable used to proxy $z_t^2$ is the lag of the volatility index, VIX, which measures the market expectation of 30-day volatility.\textsuperscript{10} We also use hedge fund data after correcting for the backfilling (or instant-history) and the survivorship bias. The results with the hedge fund indexes are similar. Therefore, we present the results for TREMONT indexes without bias correction.

5.3.2 \textit{Can we explain the pricing of the volatility contract with non-linear risk factors?}

Table 1 presents the piecewise linear fit for the volatility contract. The TREMONT indexes without bias correction are used. As shown in Table 1, the intercept $\beta_0$ comes out statistically significant (at the 5 per cent level) for all categories, except for Equity Market Neutral. The coefficient $\beta_1$, which captures the beta of the volatility contract, comes out statistically significant (at the 5 per cent level) for all categories, except for Fixed Income Arbitrage, Equity Market Neutral, Global Macro, and Managed Futures. As expected, this coefficient is negative for all categories, except for Equity Market Neutral. The CAPM argues that the expected excess return on an asset is proportional to the beta of the asset, or the covariance of the return on the asset with the market portfolio return. Qualitatively, the negative coefficient $\beta_1$ is consistent with the CAPM, given the well-documented negative correlation between the index returns and index volatility. The coefficient $\beta_1$ ranges from -10.01 to -0.03. The highest beta is obtained for Dedicated Short Bias, while the lowest beta is obtained for Fixed-Income Arbitrage. These results indicate that the market return is an important risk factor for the volatility contract. However, does the market factor matter only for the volatility contract? To investigate this issue, we look at the contribution of non-linear risk factors that appears in specification (46). The significance of the coefficients $\beta_2$ and $\beta_3$ reveals that the market return factor cannot fully explain the volatility contract. There are other economically interesting factors, such as the square of the market return and the call option payoff. As shown in Table 1, the coefficient $\beta_2$, which captures the co-skewness of the volatility contract with the market return, is positive and statistically significant at the 5 per cent level for most of the hedge fund categories. To see the economic impact of the squared market return factor, consider the Dedicated Short Bias category, which has some of the largest $\beta_2$ by magnitude. For a 1 per cent increase in the squared market return, the volatility contract based on the Dedicated Short Bias category changes

\textsuperscript{9}For a robustness check, we use the yield on the three-month Treasury bill in excess of the yield on the one-month Treasury bill to proxy $z_t^2$. The conclusions about our estimation do not change.

\textsuperscript{10}The VIX measure is based on the S&P 500 index option prices and incorporates information from the volatility “skew” by using a wider range of strike prices, rather than just at the money series.
by 5.26 per cent. In this case, the squared market return has a larger economic impact on this volatility contract. The positive coefficient $\beta_2$ ranges from 0.02 to 5.26 for all hedge fund categories. Furthermore, the coefficient $\beta_3$ of the option factor is negative and statistically significant at the 5 per cent level for most of the hedge fund categories. To see the economic impact of the option return factor, consider again the Dedicated Short Bias category, which has some of the largest $\beta_3$ by magnitude. For a 1 per cent increase in the option return, the volatility contract based on the Dedicated Short Bias category changes by -0.99 per cent. This shows that the option return has a slightly larger economic impact on this volatility contract. The coefficient $\beta_3$ ranges from -0.99 to -0.01 for all hedge fund categories. This suggests that the non-linear factors, in addition to the market return, might be useful for explaining the volatility contract, and hence the price of the volatility contract. In addition, note that the specification (46) provides a reasonable estimate of the call option moneyness level $k_1$ (they are all significant at the 5 per cent level and they range from 0.96 to 1.03).\footnote{As a robustness check, we repeat the analysis for Standard & Poor’s Hedge Fund Index (SP) and Hedge Fund Research indexes. We also do the analysis using hedge fund indexes after correcting the two well-known biases: backfilling and survivorship biases. We find similar conclusions. The results are untabulated, but are available from the author on request.}

### 5.3.3 Performance of asset-pricing models

We discuss the performance of asset-pricing models when the pricing kernel is expressed with constant and time-varying coefficients, as in equations (42), (44), and (43). The results are presented in Tables 2, 3, and 4. Table 2 presents the Hansen and Jagannathan (1997) distance measure, $\delta_{HJ}$; the distance measure with higher moments, $\delta_{HM}$; the Bekaert and Liu distance measure, $\delta_{BL}$; and the distance measure with conditioning information and higher moments, $\delta_{OHM}$. The standard errors for the distance measures are labelled $se(\delta)$. As described in section 3, the standard errors are calculated under the alternative hypothesis that the true distance is not equal to zero. These standard errors allow an assessment of the precision with which the distance measure is estimated. The $p$-values of the test $\delta = 0$ as calculated in section 3 under the null hypothesis that the true distance is zero are labelled $P(\delta = 0)$. The $p$-values of the J-statistics from optimal GMM estimates of the models are labelled $P(J)$. $\delta_{err}$ is the maximum expected return error for a portfolio of basis-asset returns only. Tables 3 and 4 present the value and standard errors of constant and time-varying coefficients of pricing kernels. In the following, we first discuss the HJ distance results. Second, we discuss the HM distance results. We thereafter compare these two distances. Lastly, we introduce conditioning information into the distance measures and discuss the results.
The HJ distance  The $p$-values of the HJ distance indicate that the linear and quadratic pricing kernels and their time-varying extensions are all rejected at the 5 per cent significance level. The HJ distance measure and $p$-value suggest marginal improvement in moving from a linear pricing kernel to a quadratic pricing kernel. Interestingly, the HJ distance measure and $p$-value suggest significant improvement in moving from pricing kernels with constant coefficients to pricing kernels with time-varying coefficients. The linear pricing kernel with time-varying coefficients CP(3) reduces the distance measure by 10.10 per cent relative to the linear pricing kernel with constant coefficients CP(1). The quadratic pricing kernel with time-varying coefficients HS(3) reduces the distance measure by 13.24 per cent relative to the quadratic pricing kernel with constant coefficients HS(1). In addition, the quadratic pricing kernel HS(3) reduces the distance measure by 3.55 per cent relative to the linear pricing kernel CP(3). These results indicate that incorporation of the quadratic term in the pricing kernel and the use of time-varying coefficients in the pricing kernel improve the fit of the model. These results are consistent with the finding of Harvey and Siddique (2000) and Dittmar (2002). The $p$-values of the HJ distance indicate that the Fama and French pricing kernel and its time-varying extensions cannot be rejected at the 5 per cent significance level. The Fama and French pricing kernel with time-varying coefficients FF(3) reduces the distance measure from 0.3396 to 0.1571, a drop of 53.74 per cent relative to the Fama and French pricing kernel with constant coefficients FF(1). Thus, the results suggest that the Fama and French pricing kernel and its time-varying extensions outperform the linear and quadratic pricing kernel and their time-varying extensions in pricing the cross-section of hedge fund returns. Furthermore, Table 3 presents the value and standard errors of the coefficients $b_i$ and $c_i$, $i = 0, 1, 2, 3$. The coefficients of the linear and quadratic pricing kernels have the right sign and magnitude. Some coefficients are statistically significant at the 5 per cent level. Moreover, the coefficients $b_i$ of the Fama and French pricing kernel and their time-varying extensions have reasonable magnitude and are, in majority, statistically significant at the 5 per cent level. Note that there is no sign restriction on the coefficients of Fama and French pricing kernels.

The HM distance  As shown in Table 2, the $p$-values of the HM distance indicate that the linear and quadratic pricing kernels and their time-varying extensions are all rejected at the 5 per cent significance level. The HM distance measure suggests marginal improvement in moving from a linear specification of the pricing kernel to a non-linear specification. The HM distance measure also suggests significant improvement in moving from pricing kernels with constant coefficients to pricing kernels with time-varying coefficients. The linear pricing kernel with time-varying coefficients CP(3) reduces the distance measure from 2.6280 to 2.4413, a drop of 7.10 per cent relative to the linear pricing kernel with constant coefficients CP(1). The quadratic pricing kernel with time-varying
coefficients HS(3) reduces the distance measure from 2.6027 to 1.9132, a drop of 26.49 per cent relative to the quadratic pricing kernel with constant coefficients HS(1). Moreover, the quadratic pricing kernel HS(3) reduces the distance measure by 21.63 per cent relative to the linear pricing kernel CP(3) with time-varying coefficients. These results suggest that the incorporation of the quadratic term in the pricing kernel, and the use of a time-varying coefficient in the pricing kernel, improve the fit of the model. Contrary to the HJ distance measure, the p-value of the HM distance measure indicates that the Fama and French pricing kernel and its time-varying extensions are all rejected at the 5 per cent significance level. The time-varying extension of the Fama and French pricing kernel FF(3) reduces the distance measure from 2.5847 to 2.0064, a drop of 22.37 per cent relative to the Fama and French pricing kernel with constant coefficients FF(1). We further investigate the sign of the pricing kernel coefficients. Table 3 presents the value and standard errors of coefficients $b_i$ and $c_i$, $i = 0, 1, 2, 3$. The coefficients $b_i$ of the linear and quadratic pricing kernels have the right sign and magnitude, and are all statistically significant. This is particularly interesting, since the signs of the coefficients are restricted by preference theory. In addition, the coefficients of the Fama and French pricing kernels have a reasonable magnitude and are all statistically significant.

Comparing the HJ with the HM distance As shown by the Fama and French pricing kernel results (see Table 2), the HJ and HM distances and their p-values lead to different conclusions about asset-pricing models. These results show that some existing pricing models are able to describe returns ignoring the impact of higher-order moments. When accounting for the impact of higher moments or non-linearities, these same models have difficulty in pricing asset non-linearities or higher moments, or have difficulty in explaining returns on the assets. The HM distance measure is always higher than the HJ distance measure. As pointed out by Hansen and Jagannathan (1997), $r_f \delta_{HJ}$ can be interpreted as the maximum possible expected return error for a portfolio of basis assets (only) per unit of standard deviation under the assumption that the true pricing kernel and the proxy pricing kernel have the same mean. As discussed in section 3, $r_f \delta_{HM}$ represents the maximum possible expected return error for a portfolio of basis assets and derivatives per unit of standard deviation under the assumption that the true pricing kernel and the proxy pricing kernel have the same mean. Table 2 shows that the maximum possible expected return error for a portfolio of basis assets and derivatives is considerable. This error ranges from 1.9132 to 2.6280 if we assume a risk-free return, $r_f = 1$. When we allow the coefficients of the pricing kernels to be time varying, the quadratic pricing kernel has the lowest maximum expected return error ($\delta_{HM} = 1.9132$). These results suggest that the existing pricing kernels are unable to correctly price asset returns and derivatives.
Table 2 also shows the maximum expected return error for a portfolio of basis-asset returns only \( \delta_{err} \). As shown in this table, when accounting for higher moments, the maximum expected return error for a portfolio of basis-asset returns only is lower than the one obtained when higher moments are ignored. For example, when accounting for higher moments, the time-varying quadratic pricing kernel \( HS(3) \) reduces the maximum expected error from 0.0108 to 0.0006, a decline of 94.44 per cent relative to the case where higher moments are ignored. Indeed, when accounting for higher moments, the time-varying Fama and French pricing kernel \( HS(3) \) reduces the maximum expected error from 0.0059 to 0.0014, a decline of 76.27 per cent relative to the case where higher moments are ignored. These results are consistent with the findings of Harvey and Siddique (2000), who argue that the pricing error of a portfolio of basis asset (only) can be partially explained by skewness. Thus, incorporating higher moments in the distance measure helps provide an accurate measure of the expected return of a portfolio of basis assets only. This conclusion is reinforced by the implied variance of the estimated pricing kernels. Recall that both the HJ and HM distance measures can be express as:

\[
\|p\| = \sqrt{E(p)^2 + Var(p)},
\]

where \( p \) is the adjustment to the pricing kernel necessary to reduce the distance to an admissible pricing kernel to zero. The distance measure has two components: it is a function of the expected deviation from some admissible pricing kernel and the variance of that deviation. A proxy pricing kernel with a small distance measure tends to reduce the volatility of the adjustment necessary to make the proxy admissible. Graphs A and B of Figure 3 present the estimated pricing kernels. Each pricing kernel is represented by its mean and standard deviation. Graph A shows pricing kernels estimated with the HJ distance, and Graph B shows pricing kernels estimated with the HM distance. As shown in Graph B, when accounting for higher moments, the variance of the estimated pricing kernels is higher than the variance of pricing kernels estimated with the HJ distance, rendering the pricing kernel admissible to the Hansen and Jagannathan variance bound. This may explain why higher moments help provide an accurate measure of the expected excess return.

**The BL distance** We discuss the performance of asset-pricing models with conditioning information. As shown in Table 2, the outcome of the distance measures with conditioning information differs markedly from the results of the distance measures without conditioning information. All pricing kernels except the linear one improve substantially relative to the case in which the conditioning information is not included in the distance measure. For example, the BL distance measure implied by the linear pricing kernel with time-varying coefficients \( CP(2) \) falls to 0.4433, a decline of 11.69 per cent relative to the same pricing kernel estimated with the HJ distance. In addition,
the BL distance measure implied by the linear pricing kernel with time-varying coefficients CP(3) falls to 0.4430, a decline of 2.25 per cent relative to the same pricing kernel estimated with the HJ distance. However, the linear pricing kernels with constant and time-varying coefficients are all rejected at the 5 per cent significance level. Considerable further improvement is observed in moving from linear to quadratic pricing kernels. The BL distance measure also indicates that quadratic pricing kernels result in an additional decrease in the distance measure relative to the linear pricing kernels. For example, the quadratic pricing kernel HS(3) reduces the BL distance from 0.4430 to 0.3860, a drop of 12.87 per cent relative to the linear pricing kernel with time-varying extensions CP(3). However, the quadratic pricing kernel is rejected at the 5 per cent significance level. We also investigate the ability of the Fama and French pricing kernel and its time-varying extensions to price the cross-section of hedge fund returns when accounting for conditioning information. When accounting for conditioning information in the HJ distance measure (i.e., by using the BL distance), the Fama and French pricing kernel and its time-varying extensions outperform the linear and quadratic pricing kernels and their time-varying extensions. For example, the BL distance measure implied by the Fama and French pricing kernel FF(3) falls to 0.2431, a decline of 37.02 per cent relative to the quadratic pricing kernel HS(3), and a decline of 45.12 per cent relative to the linear pricing kernel CP(3). Moreover, the specification test cannot reject the Fama and French pricing kernels at the 5 per cent significance level. Thus, incorporating conditioning information in the HJ distance (the BL distance) appears to have a significant impact on the fit of the pricing kernel. We further investigate the sign of the pricing kernel coefficients. Table 4 presents the value and standard errors of coefficients $b_i$ and $c_i$, $i = 0, 1, 2, 3$. These coefficients have the right magnitude and most are statistically significant at the 5 per cent level. In addition, the coefficients $b_i$ of the linear and quadratic pricing kernels have the right sign.

**The OHM distance** We use the OHM distance to estimate the pricing kernels. As shown in Table 2, the OHM distance measure implied by the linear pricing kernels CP(1), CP(2), and CP(3) falls to 1.2357, 1.1766, and 1.1762, respectively, a decline of 52.98, 55.22, and 51.82 per cent relative to the results obtained with the HM distance (i.e., when accounting for higher moments and ignoring conditioning information). The linear pricing kernels and their time-varying extensions are all rejected at the 5 per cent significance level. Marginal improvement is observed in moving from linear to quadratic pricing kernels. The results in Table 2 also indicate that quadratic pricing kernels slightly reduce the distance measure relative to the linear pricing kernels. For example, the quadratic pricing kernel HS(3) reduces the distance measure from 1.1762 to 1.1588, a drop of 1.48 per cent. However, the quadratic pricing kernels are rejected at the 5 per cent significance level. The performance of the Fama and French pricing kernel and its time-varying extensions is
enhanced by incorporating conditioning information and higher moments in the distance measure (i.e., by using the OHM distance measure). For example, the time-varying Fama and French pricing kernel FF(3) falls from 2.0064 to 1.0322, a considerable decline relative to the case in which conditioning information is not included in the distance measure with higher moments (i.e., using the HM distance). In addition, the OHM distance implied by the Fama and French pricing kernel FF(3) falls to 1.0322, a decline of 10.93 per cent relative to the quadratic pricing kernel HS(3) and a decline of 12.24 per cent relative to the linear pricing kernel CP(3). In contrast to the BL distance, the specification test rejects the Fama and French pricing kernel and its time-varying extension at the 5 per cent significance level. These results suggest that the BL and the OHM distances lead to different conclusions about asset-pricing models. Further, Table 4 presents the value and standard errors of the pricing kernel coefficients. These coefficients have the right magnitude and most are statistically significant at the 5 per cent level. In addition, the coefficients $b_i$ of the linear and quadratic pricing kernels, except CP(2), have the right sign.

Comparing the BL with the OHM distance As shown in Table 2, the $p$-values of the BL and OHM distance measures implied by the Fama and French pricing kernel lead to different conclusions about asset-pricing models. These results reinforce the conclusion that some existing pricing models are able to describe returns ignoring the impact of higher-order moments. When accounting for the impact of conditioning information and higher moments, these same models have difficulty in explaining returns on the assets and are unable to price non-linearities or higher moments. Table 2 also shows that the maximum possible expected return error for a portfolio of basis assets and derivatives, $r_f \delta_{OHM}$, is considerable. This error ranges from 1.0322 to 1.2368 if we assume a risk-free return, $r_f = 1$. Although the existing pricing kernels are unable to correctly price asset returns and derivatives, these results suggest that conditioning information improves the ability of pricing kernels to price asset returns and derivatives. Table 2 also shows the maximum expected return error for a portfolio of basis assets only ($\delta_{err}$); considerable improvement is observed in $\delta_{err}$ when accounting for higher moments and conditioning information. For example, when accounting for conditioning information and ignoring higher moments, the maximum expected return error for a portfolio of basis assets, $\delta_{err}$, implied by the Fama and French pricing kernel FF(3) is 0.0059. When accounting for higher moments and conditioning information, $\delta_{err}$ reduces from 0.0059 to $0.001271 \times 10^{-5}$. 
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5.4 Application to industry portfolios

5.4.1 Data

Industry portfolios have been used in the empirical asset-pricing literature for tests of candidates’ asset-pricing models. We utilize the return on 20 industry-sorted portfolios, where the industry definitions follow the two-digit SIC codes used in Moskowitz and Grinblatt (1999). The sample starts from January 1990 and ends in December 2005. Industry groupings proxy the investment opportunity set well. These groupings maximize intragroup and minimize intergroup correlations. The data used to compute the industry portfolio returns, value-weighted index return, and risk-free return were obtained from CRSP.

5.4.2 Can we explain the price of the volatility contract with non-linear risk factors?

Table 5 presents the piecewise linear fit for the volatility contract using industry portfolios. As shown in this table, the intercept $\beta_0$ is positive and statistically significant at the 5 per cent level for all industry portfolio returns, except for Electrical Equipment and Utilities. The coefficient $\beta_1$, which captures the volatility contract beta, comes out statistically significant (at the 5 per cent level) for all industries, except for Electrical Equipment and Utilities. The $\beta_1$’s have the expected sign and range from -5.41 to -2.05. The significance of $\beta_2$ and $\beta_3$ indicates that the market factor cannot fully explain the price of the volatility contract. As shown in Table 5, the coefficient $\beta_2$, which captures the co-skewness of the volatility contract with the market return, is positive and statistically significant (at the 5 per cent level) for all industry portfolios, except for Electrical Equipment and Utilities.

To see the economic impact of the squared market return factor, consider the Primary Metals portfolio, which has some of the largest $\beta_2$ by magnitude. For a 1 per cent increase in the squared market return, the volatility contract based on the Primary Metals portfolio changes by 2.75 per cent. In this case, the squared market return has a larger economic impact on this volatility contract. The positive coefficient $\beta_2$ ranges from 1.04 to 2.75. Furthermore, the coefficient $\beta_3$ is negative and statistically significant (at the 5 per cent level) for most of the industry portfolios, except for Electrical Equipment and Utilities, which has a significant (at the 5 per cent level) and positive coefficient $\beta_3$. To see the economic impact of the option return factor on the volatility contract, consider again the Primary Metals portfolio, for which the coefficient $\beta_3$ is -0.63. For a 1 per cent increase in the option return factor, the volatility contract based on the Primary Metals portfolio changes by -0.63 per cent. This shows that the option return has a slightly larger economic impact on this volatility contract. These results suggest that the non-linear factors such as the square of the market return and the call option payoff, in addition to the market return,
might be useful for explaining the volatility contract, and hence the price of the volatility contract. Note that the specification (46) provides a reasonable estimate of the call option moneyness level, $k_1$. They are all significant at the 5 per cent level, and they range from 0.98 to 1.05.

### 5.4.3 Performance of asset-pricing models

We use industry portfolio returns and discuss the performance of asset-pricing models when the pricing kernel is expressed with constant and time-varying coefficients, as in equations (42), (43), and (44). The results are presented in Tables 6, 7, and 8. Table 6 presents the distance measures, their standard errors, and $p$-values. It also presents the maximum expected return error for a portfolio of basis asset returns only, $\delta_{err}$. Tables 7 and 8 present the value and standard errors of the constant and time-varying coefficients of pricing kernels. In the following, we first discuss the HJ distance results. Second, we discuss the HM distance results. We then compare these two distances. Lastly, we introduce conditioning information into the distance measures and discuss the results.

**The HJ distance** The $p$-values of the HJ distance indicate that the linear and quadratic pricing kernels and their time-varying extensions are all rejected at the 5 per cent significance level. The HJ distance measure suggests significant improvement in moving from the linear pricing kernel to the quadratic pricing kernel. For example, the quadratic time-varying pricing kernel HS(3) reduces the HJ distance from 0.4533 to 0.4085, a drop of 9.88 per cent relative to the linear time-varying pricing kernel CP(3). The HJ distance suggests marginal improvement in moving from the linear pricing kernel to its time-varying extensions. However, the HJ distance suggests significant improvement in moving from the quadratic pricing kernel HS(1) to its time-varying extension HS(3). The quadratic pricing kernel with time-varying coefficient HS(3) reduces the HJ distance from 0.4413 to 0.4085, a decline of 7.43 per cent relative to the quadratic pricing kernel with constant coefficients HS(1). These results indicate that the use of a time-varying coefficient and the incorporation of the quadratic term in the pricing kernel improves the fit of the model. We also investigate the ability of the Fama and French pricing kernel to explain industry returns. As shown in Table 6, the Fama and French pricing kernel, FF(3), reduces the HJ distance to 0.3784, a decline of 7.37 per cent relative to the quadratic pricing kernel HS(3), and a decline of 16.52 per cent relative to the linear pricing kernel CP(3). Thus, these results suggest that the Fama and French pricing kernel outperforms the linear and the quadratic pricing kernels in pricing the cross-section of industry returns.\(^{12}\) Furthermore, we investigate the sign, magnitude, and significance

\(^{12}\)Dittmar (2002) finds that the quadratic pricing kernel outperforms the Fama and French pricing kernel in pricing the cross-section of industry returns. Note that Dittmar (2002) assumes that the coefficients of the quadratic pricing
of the pricing kernel coefficients. Table 7 presents the value and standard errors of the pricing kernel coefficients. Most of the coefficients are statistically significant at the 5 per cent level. The coefficients of the linear and quadratic pricing kernels have the right sign and magnitude.

**The HM distance** As shown in Table 6, the HM distance and its p-value indicate that the pricing kernels and their time-varying extensions are all rejected at the 5 per cent significance level. The HM distance measure and its p-value suggest marginal improvement in moving from the linear pricing kernels to the quadratic pricing kernels. The HM distance measure and p-value also suggest significant improvement in moving from pricing kernels with constant coefficients to pricing kernels with time-varying coefficients. The linear pricing kernel with time-varying coefficients CP(3) reduces the distance measure from 5.7505 to 5.5374, a decline of 3.71 per cent relative to the linear pricing kernel with constant coefficients CP(1). The quadratic pricing kernel with time-varying coefficients HS(3) reduces the distance measure from 5.7276 to 5.4909, a decline of 4.13 per cent relative to the quadratic pricing kernel with constant coefficients HS(1). Thus, the quadratic pricing kernel with time-varying coefficients improves the fit of the model.

We also investigate the ability of the Fama and French pricing kernel to price the cross-section of industry returns. The time-varying extension of the Fama and French pricing kernel FF(3) reduces the distance measure from 5.7253 to 5.1330, a drop of 10.35 per cent relative to the Fama and French pricing kernel with constant coefficients FF(1). Furthermore, the Fama and French pricing kernel FF(3) reduces the HM distance measure from 5.5374 to 5.1330, a drop of 7.30 per cent relative to the time-varying linear pricing kernel CP(3). Indeed, the Fama and French pricing kernel FF(3) reduces the HM distance measure from 5.4909 to 5.1330, a drop of 6.52 per cent relative to the time-varying quadratic pricing kernel HS(3). These results suggest that incorporation of the time-varying Fama and French pricing kernel improves the fit of the model. The Fama and French pricing kernel outperforms the linear and quadratic pricing kernels and their time-varying extensions. We further investigate the sign of the pricing kernel coefficients. Table 7 presents the value and standard errors of the pricing kernel coefficients. The coefficients are all statistically significant at the 5 per cent level. It is particularly interesting to see that the linear and quadratic pricing kernels have the right sign.

---

kernel are a quadratic function of the conditioning variable while the coefficients of the Fama and French pricing kernel are a linear function of the conditioning variable. In Table 6, the HJ distance indicates that the quadratic pricing kernel HS(3), with linear time-varying coefficients, outperforms the Fama and French pricing kernel with constant coefficients FF(1). We do not investigate the case when the coefficients of the quadratic pricing kernel are a quadratic function of the conditioning variables.
Comparing the HJ with the HM distance  As shown in Table 6, the maximum possible expected return error for a portfolio of basis assets and derivatives per unit of standard deviation, $r_f \delta_{HM}$, is considerable. This error ranges from 5.1330 to 5.7505 if we assume a risk-free return, $r_f = 1$. If we allow the coefficients of the pricing kernels to be time varying, the quadratic and the Fama and French pricing kernel FF(3) has the lowest maximum expected return error ($\delta_{HM} = 5.1330$). However, the maximum possible expected return error for a portfolio of basis assets only, $r_f \delta_{HJ}$, ranges from 0.3784 to 0.4534 if we assume a risk-free return, $r_f = 1$. These results show that some existing pricing models are able to describe industry returns ignoring the impact of higher-order moments. When accounting for the impact of higher moments or non-linearities, these same models have difficulty in explaining returns on the assets and derivatives.

Table 6 also shows the maximum expected return error for a portfolio of basis asset returns only ($\delta_{err}$). As shown in this table, when accounting for higher moments, the maximum expected return error is lower than the one obtained when higher moments are ignored. For example, when accounting for higher moments, the time-varying quadratic pricing kernel HS(3) reduces the maximum expected error from 0.0104 to 0.0004, a decline of 96.15 per cent relative to the case where higher moments are ignored. Indeed, when accounting for higher moments, the time-varying Fama and French pricing kernel HS(3) reduces the maximum expected error from 0.0113 to 0.0004, a drop of 96.46 per cent relative to the case where higher moments are ignored. Thus, incorporating higher moments in the distance measure helps provide an accurate measure of the expected return of a portfolio of basis assets only. This conclusion is reinforced by the implied variance of the estimated pricing kernels. Figure 4 presents the estimated pricing kernels. Each pricing kernel is represented by its mean and standard deviation. Graph A shows pricing kernels estimated with the HJ distance, and Graph B shows pricing kernels estimated with the HM distance. As shown in Graph B, when accounting for higher moments, the variance of the estimated pricing kernels is higher than the variance of pricing kernels estimated with the HJ distance, rendering the pricing kernel admissible to the Hansen and Jagannathan variance bound. This supports the argument that higher moments help provide an accurate measure of the expected excess return.

The BL distance  We next discuss the performance of asset-pricing models with conditioning information. As shown in Table 6, the distance measures with conditioning information differ from the distance measures when the conditioning information is ignored. All pricing kernels with time-varying coefficients improve substantially relative to the case in which conditioning information is not included in the distance measure. For example, the BL distance measure implied by the linear pricing kernel with time-varying coefficient CP(2) falls to 0.2403, a drop of 46.99 per cent relative to the same pricing kernel estimated without conditioning information (i.e., using the HJ
In addition, the BL distance measure implied by the linear pricing kernel with time-varying coefficients CP(3) falls to 0.2392, a decline of 47.23 per cent relative to the same pricing kernel estimated with the HJ distance. The linear pricing kernels with constant coefficients are rejected at the 5 per cent significance level. However, the linear pricing kernels with time-varying coefficients cannot be rejected at the 5 per cent significance level. Further, marginal improvement is observed in moving from linear to quadratic pricing kernels. The BL distance measure indicates that quadratic pricing kernels result in an additional decrease in the distance measure relative to the linear pricing kernels. For example, the quadratic pricing kernel HS(3) reduces the BL distance from 0.2392 to 0.2268, a drop of 5.18 per cent relative to the linear pricing kernel with time-varying extensions CP(3). The quadratic pricing kernel with constant coefficient is rejected at the 5 per cent significance level. However, the quadratic pricing kernel with time-varying coefficients cannot be rejected at the 5 per cent significance level.

We also investigate the ability of the Fama and French pricing kernel and its time-varying extensions to price the cross-section of industry returns. The performance of the Fama and French pricing kernel and its time-varying extensions is improved by incorporating conditioning information in the distance measure (i.e., by using the BL distance). For example, the Fama and French pricing kernel FF(3) falls to 0.1974, a drop of 47.83 per cent relative to the same pricing kernel estimated without conditioning information (i.e., using the HJ distance). In addition, the Fama and French pricing kernels outperform the linear and quadratic pricing kernels. For example, the BL distance implied by the Fama and French pricing kernel FF(3) falls to 0.1974, a decline of 12.96 per cent relative to the quadratic pricing kernel HS(3), and a decline of 17.47 per cent relative to the linear pricing kernel CP(3). Moreover, the specification test cannot reject the Fama and French pricing kernel with time-varying coefficients at the 5 per cent significance level. Thus, incorporating conditioning information in the HJ distance (i.e., using the BL distance) appears to have a significant impact on the fit of the pricing kernel. We also investigate the sign of the pricing kernel coefficients. Table 8 presents the value and standard errors of the pricing kernel coefficients. The coefficients $b_i$ of the linear and quadratic pricing kernels, except for CP(2) and HS(2), have the right sign.

The OHM distance We use the OHM distance to estimate the pricing kernels. As shown in Table 6, the OHM distance measure implied by the linear pricing kernels CP(1), CP(2), and CP(3) falls to 0.8538, 0.8313, and 0.8265, respectively, a considerable decline relative to the results obtained with the HM distance (i.e., when accounting for higher moments and ignoring conditioning information). The linear pricing kernels and its time-varying extensions are all rejected at the 5 per cent significance level. Marginal improvement is observed in moving from linear to quadratic
pricing kernels. The results in Table 2 also indicate that quadratic pricing kernels cause a small decrease in the distance measure relative to the linear pricing kernels. For example, the quadratic pricing kernel HS(3) reduces the distance measure from 0.8265 to 0.7990, a drop of 3.33 per cent relative to the linear pricing kernel CP(3). However, the quadratic pricing kernels are rejected at the 5 per cent significance level. The performance of the Fama and French pricing kernel and its time-varying extensions is improved by incorporating conditioning information and higher moments in the distance measure (i.e., by using the OHM distance measure). For example, the time-varying Fama and French pricing kernel FF(3) falls from 5.1330 to 0.7197, a considerable drop relative to the case in which conditioning information is not included in the distance measure with higher moments (i.e., using the HM distance). In addition, the OHM distance implied by the Fama and French pricing kernel FF(3) falls to 0.7197, a decline of 9.92 per cent relative to the quadratic pricing kernel HS(3), and a decline of 12.92 per cent relative to the linear pricing kernel CP(3). In contrast to the BL distance, the specification test rejects the linear, the quadratic, and the Fama and French pricing kernel with time-varying coefficients at the 5 per cent significance level. These results suggest that the BL and the OHM distances lead to different conclusions about asset-pricing models. Furthermore, Table 8 presents the value and standard errors of the pricing kernel coefficients. Most of the coefficients of the linear and quadratic pricing kernels are statistically significant at the 5 per cent level. The sign of the coefficients of the linear pricing kernel is wrong. However, the coefficients $b_i$ of the time-varying quadratic pricing kernels HS(3) have the right sign. The coefficients of the Fama and French pricing kernel and its time-varying extension are all statistically significant at the 5 per cent level.

**Comparing the BL with the OHM distance** As shown in Table 6, the $p$-values of the BL and OHM distance measures implied by the time-varying extension of the linear, the quadratic, and the Fama and French pricing kernel lead to different conclusions about asset-pricing models. These results show that, when accounting for the impact of conditioning information and higher moments, existing asset-pricing models have difficulty in explaining returns on the assets and are unable to price non-linearities or higher moments. Table 6 also presents the maximum possible expected return error for a portfolio of basis assets and derivatives, $r_f \delta_{OHM}$. This error ranges from 0.7197 to 0.8538 if we assume a risk-free return, $r_f = 1$. In addition, Table 6 presents the maximum expected return error for a portfolio of basis assets only ($\delta_{err}$). As shown in this table, considerable improvement is observed in $\delta_{err}$ when accounting for higher moments and conditioning information. For example, when accounting for conditioning information and ignoring higher moments, the maximum expected return error for a portfolio of basis assets, $\delta_{err}$, implied by the Fama and French pricing kernel FF(3) is 0.0001. When accounting for higher moments and conditioning
information, $\delta_{err}$ reduces from $0.0001$ to $0.008 \times 10^{-5}$.

6. Concluding Remarks

The finance profession is showing an increasing interest in building asset-pricing models that incorporate time-varying higher moments and variance risk premia. To compare asset-pricing models, it is critical to optimally incorporate higher moments and variance risk premia in the variance bound on pricing kernels. To evaluate the performance of asset-pricing models, it is also important to derive a distance measure that incorporates conditioning information, higher moments, and time-varying variance risk premia.

Our paper provides three variance bounds on pricing kernels. First, we derive an efficient variance bound on pricing kernels, which we call the UCHM bound. It incorporates time-varying higher moments and variance risk premia. Second, we derive a variance bound on pricing kernels, which we call the HM bound. It incorporates unconditional higher moments and variance risk premia. Third, we derive the best possible variance bound, which we call the OHM bound. It incorporates time-varying higher moments and variance risk premia. We show that the OHM bound is robust to the misspecification of the first four conditional moments of asset returns. There are interesting applications of this work. In a simulation exercise, we use these bounds to examine the predictability of asset returns when non-linearities in returns are priced. Important results stand out. First, the difference between the bounds derived in this paper and existing variance bounds reveals considerable predictability. Moreover, the OHM bound is significantly higher than the Bekaert and Liu (2004) optimally scaled bound. This result suggests that conditional higher moments contribute to better predict future returns. Second, while the Bekaert and Liu (2004) bound is robust to the misspecification of the first two moments of asset returns, the OHM bound is robust to the misspecification of the first four conditional moments of asset returns. Third, we show how the OHM bound can be used to propose a GMM-based specification test for the conditional first four moments.

Our paper also provides distance measures to evaluate asset-pricing models. We propose two distance measures. First, we propose an unconditional distance measure, which we call the HM distance. It incorporates higher moments and variance risk premia. When non-linearities in returns are not priced, the HM distance is reduced to the Hansen and Jagannathan distance (the HJ distance). We also propose the best (largest) distance measure, which we call the OHM distance, to evaluate pricing models. The OHM distance is a function of time-varying higher moments and time-varying variance risk premia. When non-linearities in returns are not priced, the OHM distance is reduced to the distance measure obtained using the Bekaert and Liu (2004) scaling
approach (the BL distance).

We test the linear, the quadratic, and the Fama and French pricing kernel, and their time-varying extensions. To do this, we use hedge fund indexes and industry portfolio returns. When accounting for the impact of higher moments and variance risk premia (ignoring the conditioning information), tests of models show that the HM distance rejects all models at the 5 per cent significance level, while the HJ distance does not. These results indicate that some existing pricing kernels are able to describe returns ignoring the impact of higher-order moments and variance risk premia. When accounting for the impact of higher moments and variance risk premia, these same pricing kernels have difficulty in explaining returns on the assets and are unable to price non-linearities or higher moments. However, the maximum expected return error for a portfolio of basis assets only is reduced when accounting for higher moments and variance risk premia. This result is consistent with the findings of Harvey and Siddique (2000), who argue that the pricing error of a portfolio of basis assets (only) can be partially explained by skewness. Our results show that the pricing error of a portfolio of basis assets (only) can be partially explained by higher moments and variance risk premia. Moreover, the pricing kernels estimated with HJ distance often lie outside the region defined by the HJ bound. Although the pricing kernels estimated with the HM distance do not lie inside the HM bound, they generate sufficient volatility to be inside the region defined by the HJ bound. These results indicate that the HM distance contains information about the distribution of the pricing kernels that is not contained in the HJ distance. Further, when using the HM distance measure, we find that the Fama and French pricing kernel and its time-varying extensions are able to price the cross-section of return better than the linear and quadratic pricing kernels and their time-varying extensions.

When the conditioning information is used, tests of models show that the OHM and BL distances also yield different conclusions about asset-pricing models. The OHM distance rejects all pricing kernels at the 5 per cent significance level, while the BL distance does not. Further, the pricing kernels estimated with the OHM distance are able to price the cross-section of returns substantially better than the pricing kernels estimated with the HM distance. This suggests that time-varying higher moments and variance risk premia are important to price the cross-section of returns.
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Table 1: This table shows the result of the following piecewise linear fit for TREMONT indexes from January 1996 to March 2004:

\[(r_{it+1} - r_{ft})^2 = \beta_0 + \beta_1 R_{Mt+1} + \beta_2 R^2_{Mt+1} + \beta_3 \max (R_{Mt+1} - k_1, 0) + \eta_{t+1, k_1}.\]

Standard errors in parentheses are computed using Chan and Tsay (1998).
<table>
<thead>
<tr>
<th>CP(1)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
<th>HS(1)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
<th>FF(1)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>se($\delta$)</td>
<td>0.5041</td>
<td>2.6280</td>
<td>HS(1)</td>
<td>0.5038</td>
<td>2.6027</td>
<td>FF(1)</td>
<td>0.3396</td>
<td>2.5847</td>
</tr>
<tr>
<td>$\p(\delta = 0)$</td>
<td>0.0061</td>
<td>0.0001</td>
<td>0.0033</td>
<td>0.0001</td>
<td>0.1843</td>
<td>0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\p(J)$</td>
<td>0.0055</td>
<td>0.0000</td>
<td>0.0031</td>
<td>0.0000</td>
<td>0.1851</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta_{err}$</td>
<td>0.0097</td>
<td>0.0001</td>
<td>0.0096</td>
<td>0.0001</td>
<td>0.0049</td>
<td>0.0009</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CP(2)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
<th>HS(2)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
<th>FF(2)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>se($\delta$)</td>
<td>0.5020</td>
<td>2.6278</td>
<td>HS(2)</td>
<td>0.5017</td>
<td>2.6018</td>
<td>FF(2)</td>
<td>0.1921</td>
<td>2.5327</td>
</tr>
<tr>
<td>$\p(\delta = 0)$</td>
<td>0.1045</td>
<td>0.2199</td>
<td>0.1049</td>
<td>0.2263</td>
<td>0.1484</td>
<td>0.2213</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\p(J)$</td>
<td>0.0033</td>
<td>0.0000</td>
<td>0.0018</td>
<td>0.0000</td>
<td>0.8227</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta_{err}$</td>
<td>0.0092</td>
<td>0.0001</td>
<td>0.0091</td>
<td>0.0001</td>
<td>0.0049</td>
<td>0.0009</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CP(3)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
<th>HS(3)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
<th>FF(3)</th>
<th>$\delta_{HJ}$</th>
<th>$\delta_{HM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>se($\delta$)</td>
<td>0.4532</td>
<td>2.4413</td>
<td>HS(3)</td>
<td>0.4371</td>
<td>1.9132</td>
<td>FF(3)</td>
<td>0.1571</td>
<td>2.0064</td>
</tr>
<tr>
<td>$\p(\delta = 0)$</td>
<td>0.1126</td>
<td>0.2902</td>
<td>0.1133</td>
<td>0.4064</td>
<td>0.1721</td>
<td>0.3218</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\p(J)$</td>
<td>0.0099</td>
<td>0.0000</td>
<td>0.0046</td>
<td>0.0000</td>
<td>0.6592</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta_{err}$</td>
<td>0.0112</td>
<td>0.0000</td>
<td>0.0108</td>
<td>0.0006</td>
<td>0.0059</td>
<td>0.0014</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: This table reports the Hansen and Jagannathan (1997) distance measure ($\delta_{HJ}$), the distance measure implied by the Bekaert and Liu (2004) scaled variance bound ($\delta_{BL}$), the distance measure with higher moments ($\delta_{HM}$), and the distance measure with higher moments that incorporates conditioning information ($\delta_{OHM}$). The asset returns considered are monthly TREMONT indexes returns and Treasury bills. The sample size is from January 1996 to March 2004. The standard errors for the distance are labelled se($\delta$). $p(\delta = 0)$ is the p-value for the test $\delta = 0$ calculated under the null $\delta = 0$. The p-value for the optimal GMM test is $p(J)$. $\delta_{err}$ is the maximum expected return error for a portfolio of basis assets only.
Table 3: This table reports the parameter estimates and standard errors when the HJ and HM distance measures are used. The sample size of the TREMONT indexes is from January 1996 to March 2004.
<table>
<thead>
<tr>
<th></th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$\delta_{BL}$</th>
<th>$c_0$</th>
<th>$c_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP(1)</td>
<td>1.00</td>
<td>-5.78</td>
<td>(0.10)</td>
<td>(2.80)</td>
<td></td>
</tr>
<tr>
<td>CP(2)</td>
<td>1.00</td>
<td>-3.89</td>
<td>-49.76</td>
<td>(0.10)</td>
<td>(2.84)</td>
</tr>
<tr>
<td>CP(3)</td>
<td>1.00</td>
<td>-2.87</td>
<td>-49.77</td>
<td>(0.10)</td>
<td>(7.83)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$\delta_{BL}$</th>
<th>$b_2$</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS(1)</td>
<td>1.00</td>
<td>-480.24</td>
<td>239.19</td>
<td>(0.10)</td>
<td>(208.23)</td>
<td>(104.91)</td>
<td></td>
</tr>
<tr>
<td>HS(2)</td>
<td>1.00</td>
<td>-351.21</td>
<td>174.94</td>
<td>(0.10)</td>
<td>(211.36)</td>
<td>(106.46)</td>
<td>(13.08)</td>
</tr>
<tr>
<td>HS(3)</td>
<td>1.00</td>
<td>-773.89</td>
<td>390.66</td>
<td>(0.10)</td>
<td>(384.67)</td>
<td>(194.61)</td>
<td>(28.34)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$\delta_{BL}$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF(1)</td>
<td>1.00</td>
<td>-30.83</td>
<td>-24.30</td>
<td>190.31</td>
<td>(0.10)</td>
<td>(9.21)</td>
<td>(9.15)</td>
<td>(145.21)</td>
<td></td>
</tr>
<tr>
<td>FF(2)</td>
<td>1.00</td>
<td>-30.88</td>
<td>-24.78</td>
<td>384.50</td>
<td>(0.10)</td>
<td>(9.22)</td>
<td>(9.35)</td>
<td>(793.63)</td>
<td>(87.96)</td>
</tr>
<tr>
<td>FF(3)</td>
<td>0.46</td>
<td>-32.31</td>
<td>-19.60</td>
<td>1425.61</td>
<td>(0.33)</td>
<td>(34.66)</td>
<td>(21.74)</td>
<td>(1086.12)</td>
<td>(1081.38)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$\delta_{OHM}$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP(1)</td>
<td>1.00</td>
<td>-5.46</td>
<td>(0.10)</td>
<td>(2.36)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP(2)</td>
<td>1.00</td>
<td>-4.85</td>
<td>-41.63</td>
<td>(0.10)</td>
<td>(2.37)</td>
<td>(11.20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP(3)</td>
<td>1.00</td>
<td>-3.98</td>
<td>-41.11</td>
<td>(0.10)</td>
<td>(3.78)</td>
<td>(11.33)</td>
<td>(192.59)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$\delta_{OHM}$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS(1)</td>
<td>1.00</td>
<td>-77.63</td>
<td>36.37</td>
<td>(0.10)</td>
<td>(148.93)</td>
<td>(75.20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HS(2)</td>
<td>1.00</td>
<td>21.26</td>
<td>-13.16</td>
<td>(0.10)</td>
<td>(151.25)</td>
<td>(76.37)</td>
<td>(11.35)</td>
<td></td>
</tr>
<tr>
<td>HS(3)</td>
<td>1.00</td>
<td>-379.36</td>
<td>189.76</td>
<td>(0.10)</td>
<td>(249.56)</td>
<td>(126.39)</td>
<td>(19.19)</td>
<td>(225.36)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$\delta_{OHM}$</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF(1)</td>
<td>1.00</td>
<td>5.21</td>
<td>10.17</td>
<td>534.02</td>
<td>(0.10)</td>
<td>(4.71)</td>
<td>(4.59)</td>
<td>(100.27)</td>
<td></td>
</tr>
<tr>
<td>FF(2)</td>
<td>1.00</td>
<td>1.29</td>
<td>5.88</td>
<td>2015.00</td>
<td>(0.10)</td>
<td>(4.82)</td>
<td>(4.72)</td>
<td>(394.28)</td>
<td>(45.31)</td>
</tr>
<tr>
<td>FF(3)</td>
<td>1.13</td>
<td>8.47</td>
<td>13.81</td>
<td>1630.94</td>
<td>(0.19)</td>
<td>(7.55)</td>
<td>(6.86)</td>
<td>(548.33)</td>
<td>(67.04)</td>
</tr>
</tbody>
</table>

Table 4: This table reports the parameter estimates and standard errors when the BL and OHM distance measures are used. The sample size of the TREMONT indexes is from January 1996 to March 2004.
### Table 5

This table shows the result of the following piecewise linear fit for industry portfolios from January 1990 to December 2005:

\[
(r_{it+1} - r_{ft})^2 = \beta_0 + \beta_1 R_{Mt+1} + \beta_2 R_{Mt+1}^2 + \beta_3 \max(R_{Mt+1} - k_1, 0) + \epsilon_{t+1,k_1}.
\]

Standard errors in parentheses are computed using Chan and Tsay (1998).

<table>
<thead>
<tr>
<th>Industry</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
<th>$k_1$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mining</td>
<td>2.1842</td>
<td>-4.4598</td>
<td>2.2778</td>
<td>-0.3286</td>
<td>1.0227</td>
<td>26.61%</td>
</tr>
<tr>
<td>(0.7988)</td>
<td>(1.6375)</td>
<td>(0.8387)</td>
<td>(0.1400)</td>
<td>(0.0045)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food and Beverage</td>
<td>1.0081</td>
<td>-2.0478</td>
<td>1.0400</td>
<td>-0.1268</td>
<td>1.0231</td>
<td>52.26%</td>
</tr>
<tr>
<td>(0.2519)</td>
<td>(0.5145)</td>
<td>(0.2625)</td>
<td>(0.0416)</td>
<td>(0.0030)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Textile and Apparel</td>
<td>1.1980</td>
<td>-2.3936</td>
<td>1.1970</td>
<td>-0.1879</td>
<td>1.0447</td>
<td>22.19%</td>
</tr>
<tr>
<td>(0.2196)</td>
<td>(0.4541)</td>
<td>(0.2348)</td>
<td>(0.0790)</td>
<td>(0.0113)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper Products</td>
<td>1.2800</td>
<td>-2.5686</td>
<td>1.2893</td>
<td>-0.2173</td>
<td>1.0490</td>
<td>41.75%</td>
</tr>
<tr>
<td>(0.1919)</td>
<td>(0.3863)</td>
<td>(0.1944)</td>
<td>(0.0812)</td>
<td>(0.0103)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemicals</td>
<td>2.5648</td>
<td>-5.2143</td>
<td>2.6519</td>
<td>-0.32</td>
<td>1.0317</td>
<td>10.43%</td>
</tr>
<tr>
<td>(0.3021)</td>
<td>(0.6271)</td>
<td>(0.3249)</td>
<td>(0.2701)</td>
<td>(0.0240)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Petroleum</td>
<td>1.0585</td>
<td>-2.1539</td>
<td>1.0663</td>
<td>-0.2479</td>
<td>1.0490</td>
<td>19.03%</td>
</tr>
<tr>
<td>(0.3736)</td>
<td>(0.7784)</td>
<td>(0.4052)</td>
<td>(0.1607)</td>
<td>(0.0072)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>1.2566</td>
<td>-2.5297</td>
<td>1.2739</td>
<td>-0.2013</td>
<td>1.0490</td>
<td>32.72%</td>
</tr>
<tr>
<td>(0.1628)</td>
<td>(0.3299)</td>
<td>(0.1671)</td>
<td>(0.1113)</td>
<td>(0.0147)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary Metals</td>
<td>2.6698</td>
<td>-5.4139</td>
<td>2.7453</td>
<td>-0.6326</td>
<td>1.0482</td>
<td>28.37%</td>
</tr>
<tr>
<td>(0.1628)</td>
<td>(0.3299)</td>
<td>(0.1671)</td>
<td>(0.1113)</td>
<td>(0.0147)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fabricated Metals</td>
<td>1.3071</td>
<td>-2.6421</td>
<td>1.3357</td>
<td>-0.2720</td>
<td>1.0482</td>
<td>31.54%</td>
</tr>
<tr>
<td>(0.2168)</td>
<td>(0.4381)</td>
<td>(0.2212)</td>
<td>(0.1054)</td>
<td>(0.0099)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machinery</td>
<td>2.1617</td>
<td>-4.3537</td>
<td>2.1942</td>
<td>-0.3151</td>
<td>1.0490</td>
<td>22.84%</td>
</tr>
<tr>
<td>(0.3244)</td>
<td>(0.6751)</td>
<td>(0.3510)</td>
<td>(0.1358)</td>
<td>(0.0126)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical Equipment</td>
<td>0.1490</td>
<td>0.1679</td>
<td>-0.3253</td>
<td>0.6987</td>
<td>0.9839</td>
<td>17.40%</td>
</tr>
<tr>
<td>(0.8844)</td>
<td>(1.9062)</td>
<td>(1.0259)</td>
<td>(0.2244)</td>
<td>(0.0028)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transport Equipment</td>
<td>1.5201</td>
<td>-3.0518</td>
<td>1.5326</td>
<td>-0.2346</td>
<td>1.0482</td>
<td>34.29%</td>
</tr>
<tr>
<td>(0.2288)</td>
<td>(0.4636)</td>
<td>(0.2350)</td>
<td>(0.0884)</td>
<td>(0.0083)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manufacturing</td>
<td>1.7204</td>
<td>-3.4842</td>
<td>1.7659</td>
<td>-0.2948</td>
<td>1.0395</td>
<td>16.52%</td>
</tr>
<tr>
<td>(0.2329)</td>
<td>(0.4907)</td>
<td>(0.2581)</td>
<td>(0.1187)</td>
<td>(0.0115)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Railroads</td>
<td>1.2273</td>
<td>-2.4802</td>
<td>1.2537</td>
<td>-0.2877</td>
<td>1.049</td>
<td>34.47%</td>
</tr>
<tr>
<td>(0.2330)</td>
<td>(0.4705)</td>
<td>(0.2374)</td>
<td>(0.0672)</td>
<td>(0.0058)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other Transportation</td>
<td>1.5542</td>
<td>-3.1209</td>
<td>1.5672</td>
<td>-0.2215</td>
<td>1.0482</td>
<td>41.16%</td>
</tr>
<tr>
<td>(0.2704)</td>
<td>(0.5429)</td>
<td>(0.2725)</td>
<td>(0.0794)</td>
<td>(0.0082)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utilities</td>
<td>0.0158</td>
<td>0.0104</td>
<td>-0.0265</td>
<td>0.0674</td>
<td>0.9941</td>
<td>17.42%</td>
</tr>
<tr>
<td>(0.1124)</td>
<td>(0.2453)</td>
<td>(0.1337)</td>
<td>(0.0347)</td>
<td>(0.0053)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Department Stores</td>
<td>1.4568</td>
<td>-2.9355</td>
<td>1.4806</td>
<td>-0.2607</td>
<td>1.049</td>
<td>17.03%</td>
</tr>
<tr>
<td>(0.2768)</td>
<td>(0.5708)</td>
<td>(0.2943)</td>
<td>(0.1005)</td>
<td>(0.0107)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other Retail</td>
<td>1.6882</td>
<td>-3.408</td>
<td>1.7208</td>
<td>-0.264</td>
<td>1.0395</td>
<td>25.39%</td>
</tr>
<tr>
<td>(0.2483)</td>
<td>(0.5022)</td>
<td>(0.2538)</td>
<td>(0.1177)</td>
<td>(0.0123)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finance, Real Estate</td>
<td>1.0248</td>
<td>-2.1251</td>
<td>1.1023</td>
<td>-0.1546</td>
<td>0.9988</td>
<td>27.88%</td>
</tr>
<tr>
<td>(0.2937)</td>
<td>(0.6187)</td>
<td>(0.3257)</td>
<td>(0.0635)</td>
<td>(0.0041)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2.688</td>
<td>-5.4201</td>
<td>2.734</td>
<td>-0.3643</td>
<td>1.0395</td>
<td>19.48%</td>
</tr>
<tr>
<td>(0.3677)</td>
<td>(0.7516)</td>
<td>(0.3840)</td>
<td>(0.2289)</td>
<td>(0.0177)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6: This table reports the Hansen and Jagannathan (1997) distance measure ($\delta_{HJ}$), the distance measure implied by the Bekaert and Liu (2004) scaled variance bound ($\delta_{BL}$), the distance measure with higher moments ($\delta_{HM}$), and the distance measure with higher moments that incorporates conditioning information ($\delta_{OHM}$). The asset returns considered are industry portfolio returns and Treasury bills. The sample size is from January 1990 to December 2005. The standard errors for the distance are labelled se($\delta$). P($\delta = 0$) is the p-value for the test $\delta = 0$ calculated under the null $\delta = 0$. The $p$-value for the optimal GMM test is $p(J)$. $\delta_{err}$ is the maximum expected return error for a portfolio of basis assets only.
Table 7: This table reports the parameter estimates and standard errors when the HJ and HM distance measures are used. The sample size of industry portfolio is from January 1990 to December 2005.
Table 8: This table reports the parameter estimates and standard errors when the BL and OHM distance measures are used. The sample size of industry portfolio is from January 1990 to December 2005.
Figure 1: Graph A presents the variance bounds when data are simulated from the TP RS model, and when conditional moments and the conditional price of the volatility contract are calculated with the TP RS model. Graph B presents the OHM bound with conditional moments calculated from the TP RS model and the conditional price of the volatility contract calculated from the CO VAR model.

Figure 2: Graphs A and B present the bounds with data simulated according to the TP RS model and conditional moments calculated from the CO VAR model.
Figure 3: Graphs A and B present the HJ and HM bound. In addition, we plot in Graph A the pricing kernels estimated using the HJ distance. Graph B contains the pricing kernels estimated with the HM distance. We use TREMONT indexes without bias correction.

Figure 4: Graphs A and B present the HJ and HM bound. In addition, we plot in Graph A the pricing kernels estimated using the HJ distance. Graph B contains the pricing kernels estimated with the HM distance. We use industry portfolios.
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