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Abstract

The author evaluates the ability of a variety of output-gap estimators to accurately measure the output gap in a model economy. A small estimated model of the Canadian economy is used to generate artificial data. Using output and inflation data generated by this model, the author uses each output-gap estimation methodology to construct an estimate of the true output gap. He then evaluates the methodologies by comparing their respective estimates of the output gap with the true gap. The estimators are evaluated on the basis of correlations between the actual and estimated output gap, as well as the root-mean-squared estimation error. The author also varies the properties of potential output and the output gap in the data-generating process to test the robustness of his results. His findings indicate that an estimator that combines the Hodrick-Prescott filter with a Blanchard-Quah structural vector autoregression (SVAR) yields an estimate that is accurate compared with competing methods at the end-of-sample. He also finds that the performance of the SVAR relative to that of other methodologies is quite robust to violations in the identifying assumptions of the SVAR.
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1. Introduction

It is generally accepted that the output gap—the difference between output and its potential or long-run sustainable level—is a key indicator of inflationary pressures and, as such, is an important variable for monetary policy. The construction of economic forecasts and the conduct of monetary policy are complicated, however, by the fact that potential output is unobservable and must therefore be estimated. Several competing methodologies exist for estimating the output gap, and there is a lack of consensus as to which is best. This paper evaluates some of the competing methodologies based on their ability to accurately measure the output gap in a model economy.

Because the output gap is unobservable, competing methodologies for estimating it are difficult to assess, and evaluation techniques have varied. Canova (1994), for example, uses the NBER definition of business cycle turning points as a metric for evaluating a battery of detrending methods. He finds that the Hodrick-Prescott (HP) (1997) filter does a good job, relative to other measures, of identifying turning points in U.S. real GDP. Recent work by Orphanides and van Norden (1999) for the United States, and by Cayen and van Norden (2002) for Canada, examines the sensitivity of several methodologies to the addition and revision of data at the end-of-sample, and finds that HP-filtered estimates of the Canadian output gap are subject to large real-time revisions compared with other methodologies. Alternatively, de Brouwer (1998) evaluates output-gap measures on the degree to which they help forecast inflation. Combining a simple forecasting equation with a variety of output-gap estimates, de Brouwer finds that the root-mean-squared error (RMSE) of inflation forecasts using a multivariate HP-filtered output gap is slightly smaller than that produced using various alternative gap measures. Most recently, however, Orphanides and van Norden (2001) have shown that, for a variety of methodologies, real-time estimates of the output gap provide little information in terms of out-of-sample inflation forecasting.

This paper takes a different approach, assessing some of the competing estimators of the output gap on the basis of their ability to accurately estimate the output gap of a model economy: Murchison’s (2001) North American open economy macroeconometric integrated model (NAOMI). We focus on a subset of the available output-gap-estimation methodologies, specifically those used currently at the Bank of Canada, which generally are included in the family of HP-based or structural vector autoregression (SVAR) approaches. We also limit the set of information available to the various multivariate estimators; they use only data on output and inflation. Improvements in accuracy can be achieved by allowing a larger information set, and for this reason we hesitate to draw conclusions regarding the absolute accuracy of output gap estimators; we instead perform a relative assessment of the various estimators.
The evaluation takes the perspective of the monetary authority by focusing on the performance of the estimators at the end-of-sample. Correlations between the actual and estimated output gaps are used to gauge the ability of estimators to reproduce the dynamics of the output gap. We also consider the distributions of the estimation errors, focusing on the RMSEs.

The results of the evaluation suggest that the methodology that combines the multivariate HP filter with the SVAR is most robust across assumptions about (i) the relative volatility of the transitory and permanent components of GDP, (ii) the persistence of shocks to the growth rate of potential, (iii) the type of non-stationarity exhibited by potential output, and (iv) the degree of correlation between potential output and the output gap. The combined approach generally produces a more efficient (i.e., lower RMSE) estimate of the output gap at the end-of-sample. Perhaps most importantly, estimates produced by the combined approach are also generally the most highly correlated with the true output gap.

This paper is organized as follows. Section 2 briefly discusses the data-generating process, NAOMI. Section 3 describes and discusses the various estimation methods used, their key properties, and their underlying assumptions. Section 4 evaluates the various estimates on the basis of correlations and error distributions, and then further investigates the results for the combined approach. Section 5 concludes and briefly discusses some possible extensions.

2. The Data-Generating Process

NAOMI, the data-generating process (DGP) used for this investigation, is a small estimated model of the Canadian economy that consists of equations for the output gap, core CPI inflation, GDP inflation, real exchange rate, slope of the yield curve, long-term nominal interest rates, and, for the purposes of this paper, potential output.1

Although other models were considered, including the Bank’s quarterly projection model (QPM), NAOMI was chosen for this analysis because of its simplicity and its ability to mimic well the historical dynamics of key variables in the Canadian economy. Also, importantly, the core of NAOMI is consistent with the central paradigm of models used in forecasting and projection at the Bank; monetary conditions affect the output gap via an IS curve, which in turn affects inflation via a Phillips curve. Potential output is defined in NAOMI as the level of output consistent with non-accelerating inflation.

Some changes to NAOMI were necessary for this study. First, an equation for potential output was added to its specification. In most of the experiments conducted in this paper, the growth rate of potential output is determined by an AR(1) process:

\[
\Delta y_t^* = \mu + \delta \Delta y_{t-1}^* + \epsilon_t,
\]

where \(y_t^*\) is potential output and \(\epsilon_t\) is an identically, independently distributed (i.i.d.) shock. The value taken by the coefficient \(\delta\) in the DGP is one dimension along which we can test the robustness of the output-gap estimators. Estimates of the degree of persistence in the growth of potential output will tend to vary with the method used to estimate potential output, and we therefore vary the value of this coefficient to test the robustness of our results. We also examine a case in which, rather than being difference stationary, potential output is stationary around a deterministic time trend:

\[
y_t^* = \alpha + \beta t + \rho y_{t-1}^* + \epsilon_t.
\]

For each representation of potential output we ensure that the DGP is a plausible alternative representation of the true economy to the extent that it replicates two key observable features of the actual data: the volatility, as measured by the standard deviation, and persistence, as measured by the AR(1) coefficient, of first-differenced real GDP. Suppose, for example, that we conduct an experiment in which we increase the degree of persistence of potential output growth in the DGP. This change will, ceteris paribus, have a corresponding increase in the degree of persistence of overall output growth in the DGP. To offset this effect, we simply reduce the coefficient on the first difference of the output gap in the IS-equation such that the persistence in output growth is consistent with what we observe in the data. In a similar fashion, we ensure that the volatility of output growth in the artificial economy is equal to that in the actual data.

3. The Methodologies

The methodologies considered in this paper are the HP filter and two multivariate techniques: the Blanchard-Quah (1989) SVAR approach and the multivariate extension of the HP filter (MVF). We also consider an estimator that is similar in spirit to the methodology used by the Bank’s staff in that it weighs a portfolio of inputs to estimate the output gap.

---

2. This is equivalent to the form \(y_t^* = \alpha + y_{t-1}^* + \nu_t\); \(\nu_t = \delta \nu_{t-1} + \epsilon_t\), where \(\alpha = \mu \sum \delta^i\).

3. The estimated (1981 to 2001) historical standard deviation and AR(1) for first-differenced log GDP are 0.79 and 0.53, respectively.
Another popular method of estimating the output gap is the unobserved-component method, which includes the state-space model of, for example, Kuttner (1994). Unfortunately, owing to the typical instability of the maximum-likelihood estimates of the state-space model’s parameters, we were unable to incorporate it into this study. In preliminary attempts to incorporate the model, the parameter estimates, in particular either the variance of potential output or output-gap shocks, tended towards zero in most samples. When dealing with one set of historical data, this problem can usually be overcome by trying various combinations of starting parameter values. In a Monte Carlo study such as this one, however, where estimates of the model are required for 10,000 samples of data, such an approach is virtually impossible.

### 3.1 The HP filter

The first estimator we examine is the simple, well-known, univariate HP filter. Although use of the HP filter and its variants remains widespread, the methodology has been subject to substantial criticism. In particular, its detractors point to the poor properties of HP-type filters at the end-of-sample, precisely where accuracy matters most for forecasting and policy decisions. St-Amant and van Norden (1997) examine the spectral properties of the HP filter and its multivariate extension, the MVF. They note the filter’s inability to isolate business cycle frequencies in Canadian output data, particularly at the end-of-sample. Mise, Kim, and Newbold (2002) demonstrate that, while the HP filter is the optimal decomposition under certain conditions in mid-sample, at time-series endpoints it is suboptimal. Also, as stated in section 1, Cayen and van Norden (2002) use Canadian data to show that HP-filtered output gaps are extremely sensitive to data added at the end-of-sample. The HP filter’s poor end-of-sample properties can be attributed to the fact that, while it is essentially a centred moving average in mid-sample, it becomes one-sided closer to the start and end of the sample. As such, the weight that the filter places on contemporaneous observations increases the closer the observation is to the end of the sample.

In the context of measuring potential output, the HP filter decomposes a time series for output into a cyclical component, the output gap, and a trend component, potential output. Application of the HP filter amounts to minimizing the variance of the cyclical component subject to a penalty for variance in the second difference of the trend component. Specifically, the HP filter solves for the value of $y_t^*$, which minimizes the following function:

$$
\Theta_t = \sum_{t=0}^{T} (y_t - y_t^*)^2 + \lambda \sum_{t=1}^{T} (\Delta^2 y_t^*)^2,
$$

where $y_t$ is the raw series, $y_t^*$ is the trend estimate, and $\lambda$ is a smoothing prior.
Although the HP filter is generally viewed as an atheoretical method of detrending the data, its calibration can be given an economic interpretation. Specifically, the setting for $\lambda$, which controls the smoothness of the estimate of potential output, can be interpreted as a prior on the relative variance of supply and demand shocks. In the context of the current experiment, therefore, one would expect the HP filter to produce the most accurate estimates of the output gap when the DGP is consistent with this ratio. Alternatively, by varying the ratio of demand-to-supply shocks in our DGP, we can examine the costs of assuming the “wrong” value for $\lambda$.

### 3.2 The multivariate HP filter

The MVF combines the HP filter with at least one additional source of information (see Laxton and Tetlow 1992). Two versions of the MVF are examined in this study. The first (MVF1) adds the error from a pre-specified Phillips curve equation to the set of information used by the HP filter. Specifically, it chooses a profile for $y_t^*$ that minimizes the following function:

$$
\Theta_t = \sum_{t=0}^{T} (y_t - y_t^*)^2 + W_1 \sum_{t=4}^{T} (\varepsilon_t^\pi)^2 + \lambda \sum_{t=1}^{T} (\Delta^2 y_t^*)^2 , \tag{4}
$$

where $\varepsilon_t^\pi$ is the error from a reduced-form Phillips curve relating the output gap to quarter-over-quarter core inflation. The user is required to specify the weight on the Phillips curve, $W_1$; the smoothing prior, $\lambda$; and the coefficients on the output gap in the Phillips curve, $\beta_i$.

The second version of the MVF (MVF2) is an extension of MVF1 that makes a correction of sorts for the end-of-sample problems associated with HP-based filters by stiffening the estimate of the trend series at the end-of-sample. Specifically, the minimization problem is extended as follows:

$$
\Theta_t = \sum_{t=0}^{T} (y_t - y_t^*)^2 + W_1 \sum_{t=4}^{T} (\varepsilon_t^\pi)^2 + W_2 \sum_{t=0}^{T} (y_t^* - y_t^{*P})^2 + W_3 (\Delta y_t^* - g)^2 + \lambda \sum_{t=1}^{T} (\Delta^2 y_t^*)^2 , \tag{5}
$$

where $y_t^{*P}$ is the estimate of the trend series from the previous quarter and $g$ is an estimate of the steady-state growth rate of the trend series. So the filter is penalizing (i) the change in the estimated trend series as data are added at the end of sample, and (ii) penalizing deviations in the growth rate of the trend series from an estimate of its steady state.

Of course, the MVF estimate of the trend series is a function not only of the output and inflation data, but also of the user’s choice of $W_1$, $\lambda$, and the set of $\beta_i$s. Unfortunately, within this
framework there is no formal way to choose values for these parameters in an optimal fashion.\textsuperscript{4} Although the Phillips curve parameters can be estimated a priori, the choice of the weighting coefficient and the smoothing prior is more ad hoc. We use values for the weighting coefficients consistent with those used in the Bank’s extended multivariate filter (see Butler 1996); $\lambda$ equals 1600, the weighting coefficients $W_1$ and $W_2$ are set to one, and $W_3$ is set to 64 for the last 16 quarters of estimation and zero elsewhere.\textsuperscript{5} $g_{ss}$ is estimated simply as the mean growth rate of real output in the period of estimation.

An estimate of the Phillips curve parameters requires an initial estimate of the output gap. Following Conway and Hunt (1997), we use an HP-filtered output gap, with $\lambda = 1600$, as the initial estimate of the gap. Given that this experiment is being conducted from the standpoint of an economist who does not know with certainty the true structure of the economy, we impose the following general form for the Phillips curve:

$$\pi_t = \sum_{i=1}^{4} \alpha_i \pi_{t-i} + \sum_{i=0}^{4} \beta_i g_{t-i} + \epsilon_t,$$

where $\pi_t$ is inflation and $g_t$ is the HP-filtered output gap. Inflation expectations are thus backward looking, and we impose that the coefficients $\beta_i$ sum to one, consistent with the specification of the DGP. To eliminate the well-known end-of-sample problems of the HP filter, the first and last eight observations are eliminated from the estimation of the Phillips curve.

After the initial estimate of the Phillips curve parameters is obtained, the following iterative procedure is used to refine the output-gap estimate. First, the MVF estimates the output gap with the estimated Phillips curve coefficients. The Phillips curve coefficients are then re-estimated with this new output gap, and these coefficients are used to construct a new MVF estimate of the output gap. The procedure continues until the change in the output-gap estimate from one step to the next falls below a pre-specified convergence criterion.

\textsuperscript{4} Alternatively, this problem could be mapped into an unobserved-components model, in which the parameters are estimated by maximum likelihood.

\textsuperscript{5} See Butler (1996) for a discussion of the choice of these weights. Using estimates of the non-accelerating-inflation rate of unemployment (NAIRU) and the trend rate of capacity utilization, in addition to a Phillips curve, as conditioning information, de Brouwer (1998) sets the weights on each piece of conditioning information to be inversely proportional to the variance of the respective gap. Butler (1996), however, finds that such an approach does not produce estimates substantially different from those produced using a scheme of equal weights on each piece of conditioning information.
3.3 The Blanchard-Quah SVAR

The Blanchard-Quah (1989) SVAR methodology uses limited long-run restrictions to separate the temporary and permanent components of output. Fluctuations in output are attributed to two factors: those that have permanent effects on output, or supply shocks, and those that have temporary effects on output, or demand shocks. For this study, we use a bivariate SVAR with the first difference of log real GDP and the inflation rate, both of which are stationary in NAOMI.6

The long-run restriction used to identify the structural disturbances is that demand shocks have no long-run impact on the level of output.7 We therefore impose the following long-run response matrix:

\[
A(1) = \begin{bmatrix}
    y & \sum \pi \\
    a_{11} & a_{22}
\end{bmatrix}.
\] (7)

In other words, only one of the two shocks affects output in the long run, whereas both shocks can affect the level of prices in the long run (but not the inflation rate). This single restriction is sufficient, given the assumptions of orthogonality of the demand and supply shocks, to identify the structural shocks. The output gap is then computed as the cumulative response of the level of output to all past transitory shocks. The estimation starts with eight lags and tests down; first, a likelihood-ratio test is used to choose the lag length, after which the remaining coefficients whose \(t\)-statistics fall below one are discarded.8

It is important to note the consequences of the assumptions embodied in the SVAR methodology. First, the SVAR imposes an identifying restriction that demand and supply shocks are uncorrelated. Furthermore, as a consequence of this identifying assumption, the output gap and potential output are also uncorrelated, as the estimated output gap is simply the cumulation of all past demand shocks. There is therefore no channel whereby potential output is allowed to affect the output gap; the level of output adjusts one-for-one to a shock to the level of potential output.

6. Clearly, one would expect that additional information, such as a measure of monetary policy stance, for example, would aid the SVAR in identifying the structural shocks. It would be unsuitable, however, to compare the accuracy of a three-variable SVAR with a method such as the MVF, which uses data only on output and inflation.

7. Indeed, this long-run restriction holds in the DGP. Cooley and Dwyer (1998) show that a violation of the assumptions about the non-stationarity of the data can have a significant impact on how well an SVAR’s dynamics mimic those in the true data. Future work will examine the implications of the trend growth rate of potential output being subject to structural breaks.

8. This approach to lag selection was proposed by Lutkepohl and Poskitt (1996).
This identifying assumption is at odds with QPM and NAOMI, both of which allow a channel whereby productivity shocks result in business cycle fluctuation. We gauge the consequences of incorrectly maintaining this assumption by comparing the cases in which there is no correlation between the transitory and permanent components of output with three cases in which correlation is allowed.

Cooley and Dwyer (1998) stress that the SVAR’s “auxiliary” assumption of difference stationarity in output is not as innocuous as it appears. They point to the difficulty in distinguishing trend dependence from a unit root in post-war data to motivate an experiment in which output in the DGP, rather than being difference stationary, is instead driven by a near unit root, while the assumption of difference stationary output is still maintained in the SVAR. In this case, the identifying assumption that demand shocks have no long-run effect on output is no longer useful in separating demand and supply shocks. Cooley and Dwyer’s results show that the dynamics implied by the SVAR dramatically distort those of the underlying data. Correspondingly, we simulate a version of NAOMI in which potential output is driven by persistent deviations around a time trend, to examine how much, if at all, the performance of the SVAR deteriorates relative to the other measures when this assumption is violated.

3.4 The combined approach

The Bank of Canada’s methodology for estimating the output gap, the extended multivariate filter (EMVF), uses a portfolio of information to estimate the output gap. Specifically, the EMVF relies on several estimated reduced-form relationships in conjunction with an HP filter to estimate the gap. This approach is motivated by the fact that these reduced-form equations are prone to break down in the presence of structural change; by placing a weight on other relationships as well as the actual data, we are able to reduce the size of possible errors. An evaluation of the EMVF would require DGPs for variables beyond the scope of even QPM, and, as a result, we focus on a much simpler version, which captures the motivation behind the EMVF.9

This combined approach adds the SVAR estimate of the output gap, as conditioning information, to the MVF1 estimate. The MVF1 minimization problem is extended as follows:

---

9. For example, the EMVF estimate of the trend unemployment rate uses a structural VAR estimate of the NAIRU as conditioning information.
where $y_t^{svar}$ is the estimate of potential output from the SVAR. The combined approach thus chooses the trend estimate, $y_t^*$, that minimizes (i) the difference between output and its trend series, (ii) the error in the Phillips curve, and (iii) the difference between the trend series and the SVAR estimate of potential, all subject to the smoothing prior. Consistent with the EMVF, the weights on the conditioning information, $W_1$ and $W_2$, are set to one, while the smoothing prior, $\lambda$, is set to 1600. An iterative procedure, identical to that used for the MVF1, is used to estimate the coefficients of the Phillips curve.

4. The Experiment’s Design

Because of the lack of consensus on the underlying characteristics of potential output and the output gap, we consider several possibilities for the DGP. This is particularly important if we are to attempt to rank the various estimation methodologies, as the assumptions underlying certain estimators may bias our results for or against that technique. For example, identification of the SVAR requires an assumption about the type of non-stationarity in output data. On the other hand, it has been shown (King and Rebello 1993; Ehlgen 1998) that one condition under which the HP filter is optimal, in a mean-squared-error sense, is the smoothing parameter, $\lambda$, being equal to the ratio of the variances of innovations in the cyclical and trend components in the DGP. Changes in these characteristics in the DGP should therefore result in changes in the performance of the respective methodologies.

Table 1 displays the characteristics of the various experiments. Column 2 shows the relative volatility, in terms of standard deviations, of the first differences of the output gap and potential output. For Case 1, and for most other cases, we set this ratio to 2, which is roughly consistent with the ratio typically yielded by HP-filtered estimates, with $\lambda = 1600$. Case 3 provides an example where this ratio is reversed, and potential output volatility dominates that of the gap.
The next two columns in Table 1 show the values taken by parameters controlling the persistence of potential output innovations in the difference stationary and trend stationary cases. Column 3 displays the coefficient $\delta$, which controls the persistence of the first difference of potential output innovations when potential is defined by equation 1; for Cases 1 and 2 it takes the value of 0.64 and for Case 3 we increase it to 0.98. Column 4 shows the value taken by the coefficient $\rho$ in the case where potential output is determined by equation (2), violating the difference stationarity assumption of the SVAR. As stated earlier, to ensure that the properties of the DGP are as consistent as possible with the characteristics of historical data, we impose for each case that the volatility and persistence in the first difference of real GDP are equal to their historical values. Changing the persistence of potential output thus requires that the persistence of the output gap also be changed; this is done via the coefficient on the lagged output gap in the IS curve, the values of which are displayed in column 5.

The SVAR also makes the identifying assumption that innovations in the output gap and potential output are uncorrelated. For the first three experiments, we ensure this property in the DGP by removing potential output from NAOMI’s output-gap equation, re-estimating the model, and setting to zero the covariance between (permanent) potential output shocks and other (transitory) shocks.

---

10. 0.98 approximates the degree of persistence found in the Bank staff’s EMVF estimate of potential, while 0.64 is the estimate obtained for a three-variable SVAR of the Canadian economy estimated from 1982 to 2001.

11. For the purposes of this paper, the change in parameter estimates is not large enough to merit discussion.
shocks. On the other hand, for Cases 4 through 6, we allow correlation between the permanent and transitory components, thereby violating the identifying assumption of the SVAR. Case 6 is the most extreme: the only shocks are those to potential output, with all business cycles therefore caused by permanent shocks. The final column in Table 1 shows the contemporaneous correlation between potential output shocks and the output gap.

For each experiment, 10,000 replications of the artificial-economy NAOMI are generated according to the estimated variance-covariance matrix of the model’s residuals. For each of the resulting 10,000 samples of artificial data, an output-gap series is estimated by each methodology. Summary statistics for the resulting estimates’ errors are then calculated within sample and averaged across samples. The estimation period is 160 quarters, or 40 years, which is similar in size to the typical sample of historical data. Since we are not overly concerned with results at the start of the estimation period, the full-sample summary statistics reported here are calculated excluding the first 28 quarters, which ensures the elimination of the start-of-sample problems associated with the various methodologies.

5. Results

As an initial illustration, Figure 1 compares output-gap estimates from the MVF1, the SVAR, and the combined approach to the true output gap in one sample generated by the Case 1 parameterization of the DGP. In this sample, the three estimates follow the actual gap reasonably closely: the RMSEs for the MVF1, SVAR, and combined approach are 1.66, 1.46, and 1.49, respectively, lower than the standard deviation of the actual output gap of 2.58. The correlations between the actual and estimated gap are 0.78, 0.86, and 0.83.

---

12. See Murchison (2001) for a discussion of supply shocks in NAOMI.
13. For Case 6, it is necessary to lower the coefficient on potential output growth to match the historical autocorrelation of output growth. Also, the ratio of demand-to-supply innovations of 0.6 is the lowest ratio possible, given the correlation between the output gap and potential in this case.
14. The start-of-sample (and/or end-of-sample) problems of the HP filter are well known and were described briefly earlier. The SVAR output gap is the cumulative output response to all past transitory shocks; at the start of the estimation period, when past shocks are unobservable, the cumulative impact of these shocks is of course also not estimable. When calculating summary statistics, we therefore cut off a portion of observations at the start of the estimation period, so that shocks that occurred before it will have for the most part died out in terms of their effect on output.
Alternatively, Figure 2 shows one sample from Case 3 in which all three estimators are at odds with the true data. The RMSEs for the MVF1, SVAR, and combined approach in this sample are 1.58, 2.62, and 1.66, respectively—larger than the standard deviation of the actual gap, 1.03. In other words, in an RMSE sense, an estimate of zero for all periods would dominate all three methods. It is important to recognize, however, that this result does not necessarily imply that the respective estimates of the gap will not be useful in deducing the state of the economy. Indeed, in this sample there exists a positive correlation between the actual gap and the MVF1 (0.33), the SVAR (0.74), and the combined approach (0.68). Perhaps most interesting is the contrast in results between the RMSE and correlation criteria; although the SVAR estimate has the highest RMSE, it is also the most highly correlated with the true output gap. It seems, therefore, at least in this particular sample, that the SVAR is able to match the sign and dynamics of the true output gap while failing to capture its correct magnitude. This example illustrates the important role multiple criteria play in an assessment of the performance of output-gap estimators.
5.1 Correlations

It is easy to understand why, in some instances, it is more desirable for an output-gap estimator to have a high correlation between the estimated and actual output gap than a low RMSE. First, the correlation is more informative when evaluating an estimator’s ability to correctly assess the state of the economy in terms of the sign of the output gap. Also, the correlation indicates the estimator’s usefulness in forecasting inflation. For example, consider a hypothetical case in which an output-gap estimate is highly correlated with the true output gap but has a high RMSE (as with the SVAR estimate in Figure 2). Assuming the correct specification, the estimated Phillips curve parameters would simply be scaled up or down to compensate for the magnitude differences between the actual and estimated output gap. The accuracy of the inflation forecasts produced by such an output-gap estimate would therefore not be reflected by the inability to assess the magnitude of the gap, but rather by the degree to which the estimated gap is correlated with the true one. We do, however, examine the accuracy, in terms of RMSE, of the various estimators in section 4.2 under the assumption that, *ceteris paribus*, we would prefer an estimator that accurately assesses the magnitude of the output gap.
Table 2 shows the contemporaneous correlation coefficient between the estimated and actual gap for each of the estimators under the various DGPs, in full-sample and at the end-of-sample. The results for a linear trend estimate of potential output are included for comparison. Several features of these results are noteworthy.

We first examine the results for Cases 1 and 2, where the first difference of the output gap is roughly twice as volatile as the trend-growth component, potential output is difference stationary, and the orthogonality assumption of the SV AR holds in the DGP. The difference between the two cases is that potential output shocks are more persistent (and the output gap is thus less persistent) in Case 2 than in Case 1. The first obvious result is that changing the source of output persistence (i.e., moving from Case 1 to Case 2) does not greatly alter the correlation results. In both cases, the HP-based filters break down relative to the SV AR at the end of the sample. In mid-sample, the HP and multivariate HP (MVF1 and MVF2) filters produce output gaps that are more highly correlated with the true output gap than is the SV AR. On the contrary, at the end of the sample, the

Table 2: Correlations

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>0.68</td>
<td>0.48</td>
<td>0.23</td>
<td>0.70</td>
<td>0.52</td>
<td>0.24</td>
<td>0.90</td>
</tr>
<tr>
<td>HP</td>
<td>0.66</td>
<td>0.67</td>
<td>0.24</td>
<td>0.68</td>
<td>0.66</td>
<td>-0.22</td>
<td>0.80</td>
</tr>
<tr>
<td>MVF1</td>
<td>0.66</td>
<td>0.67</td>
<td>0.24</td>
<td>0.69</td>
<td>0.67</td>
<td>-0.21</td>
<td>0.80</td>
</tr>
<tr>
<td>MVF2</td>
<td>0.68</td>
<td>0.67</td>
<td>0.24</td>
<td>0.71</td>
<td>0.67</td>
<td>-0.14</td>
<td>0.82</td>
</tr>
<tr>
<td>SV AR</td>
<td>0.58</td>
<td>0.58</td>
<td>0.27</td>
<td>0.54</td>
<td>0.43</td>
<td>0.05</td>
<td>0.65</td>
</tr>
<tr>
<td>Combined</td>
<td>0.71</td>
<td>0.74</td>
<td>0.29</td>
<td>0.72</td>
<td>0.66</td>
<td>-0.15</td>
<td>0.83</td>
</tr>
<tr>
<td>End-of-sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>0.44</td>
<td>0.21</td>
<td>0.13</td>
<td>0.41</td>
<td>0.17</td>
<td>0.01</td>
<td>0.74</td>
</tr>
<tr>
<td>HP</td>
<td>0.33</td>
<td>0.31</td>
<td>0.11</td>
<td>0.23</td>
<td>0.20</td>
<td>-0.89</td>
<td>0.43</td>
</tr>
<tr>
<td>MVF1</td>
<td>0.33</td>
<td>0.32</td>
<td>0.12</td>
<td>0.24</td>
<td>0.22</td>
<td>-0.89</td>
<td>0.44</td>
</tr>
<tr>
<td>MVF2</td>
<td>0.49</td>
<td>0.38</td>
<td>0.16</td>
<td>0.40</td>
<td>0.26</td>
<td>-0.42</td>
<td>0.65</td>
</tr>
<tr>
<td>SV AR</td>
<td>0.43</td>
<td>0.40</td>
<td>0.20</td>
<td>0.38</td>
<td>0.29</td>
<td>0.02</td>
<td>0.48</td>
</tr>
<tr>
<td>Combined</td>
<td>0.45</td>
<td>0.47</td>
<td>0.18</td>
<td>0.36</td>
<td>0.29</td>
<td>-0.51</td>
<td>0.53</td>
</tr>
</tbody>
</table>

15. In an initial investigation, the possibility of phase shift in the correlation structure was examined; under the Case 1 parameterization, the correlation structure for each estimator was symmetric, with a peak in contemporaneous observations. In this paper, the focus is therefore on the contemporaneous correlation.
relative performance of the SVAR improves. In both cases, the multivariate HP filter with the end-of-sample smoothing constraint (MVF2) outperforms the HP and MVF1. This result is not at all surprising when we consider that the end-of-sample constraints in the MVF2 would lead to a less volatile estimate of potential output. Overall, the best end-of-sample performers are the MVF2 for Case 1 and the combined approach for Case 2.

The results for Case 3, which is the same as Case 1 except that potential output is now more volatile than the output gap, reveal a significant deterioration in the performance of all approaches. Not surprisingly, the DGP’s deviation from the two-to-one ratio of transitory-to-permanent fluctuations (the ratio typically yielded by the HP filter for Canadian real GDP) makes the performance of the HP and MVF filters deteriorate. This deterioration is such that the SVAR performs better at the end-of-sample, albeit by a small margin, than does the combined approach. Although the MVF2 also deteriorates at the end-of-sample, it again outperforms the other HP-based approaches. The SVAR performs the best at the end-of-sample.

For Cases 4, 5, and 6, the orthogonality assumption embedded in the SVAR is violated in NAOMI. Case 4 is simply Case 1 with correlation between the gap and potential, and Case 5 is the analogue of Case 2. Indeed, as expected, the performance of the SVAR deteriorates under these conditions. There is, however, a noticeable deterioration in the performance of the HP-based approaches, particularly at the end-of-sample. This phenomenon is not unexpected; King and Rebello (1993) discuss conditions under which the HP-filter is the optimal linear filter; they include orthogonal transitory and permanent innovations. As the DGP becomes less consistent with this condition, the performance of the HP filter worsens. It appears, then, that the consequences of correlation between demand and supply are similar for the SVAR and HP-based approaches. The performances of both have deteriorated to the point that, for Case 4, the linear trend produces the highest correlation at the end-of-sample. In Cases 4 and 5, the performance of the combined approach again stands out; in both full-sample and at the end-of-sample, the correlations for the combined approach are close to or higher than those for the SVAR and HP-based approaches.

The correlation results for Case 6, the pure potential output-shock case, are disconcerting. The SVAR output gap is uncorrelated with the true gap, whereas the HP-based estimates are negatively correlated with the true output gap (extremely so at the end-of-sample). It would

16. To understand this result, first consider the dynamics of a supply shock in NAOMI: in a positive potential output shock, the output gap falls initially, while the level of output increases. The HP filter will interpret this increase in output partly as a positive demand shock and thus an increase in the output gap. This feature will be smaller in mid-sample, where the HP filter interprets the future observations of permanently higher output as evidence of a supply shock. To a lesser extent, the essentially zero correlation between the SVAR and the true output gap indicates that the SVAR is also attributing a sizable portion of the shocks to output as temporary rather than permanent.
appear that when fluctuations in the economy are driven solely by shocks to potential output, each of these output-gap estimation methods is extremely unreliable at identifying the state of the economy.

For Case 7, in which potential is driven by transitory deviations around a linear time trend, the results can be contrasted with those from Cases 1 and 2, in that transitory shocks dominate permanent ones while supply and demand are uncorrelated. Indeed, in terms of the relative performance of the various estimators, the results for Case 7 are very similar to those for Cases 1 and 2; the combined approach performs well in both mid-sample and full-sample, whereas the HP-based approaches break down at the end-of-sample. At the end-of-sample, the SVAR outperforms both the MVF1 and the HP filters. It is also not surprising that, in an economy with no permanent shocks to the level of potential output, the MVF2 performs well relative to other approaches. The same reasoning can be used to explain the superior performance of the linear trend. Overall, therefore, the results for Case 7 indicate that the costs of incorrectly maintaining the SVAR’s assumption of difference stationarity in output are not large in terms of its ability to measure the output gap.

One striking aspect of the correlations is the generally strong performance of the combined approach at the end-of-sample. With the exception of Case 6, the combined approach produces the highest, or close to the highest, correlation with the true output gap. These results indicate that in many cases the estimates from the SVAR and the MVF1 are complementary, in that it is optimal to place some weight on the estimate from each approach rather than rely solely on one individual estimator. We will explore these results further in section 6.

5.2 Error distributions

This section examines the relative ability of the estimators to assess the magnitude of the output gap; that is, how does the size of estimation error compare across estimators? We also ask: do the results in terms of relative estimation accuracy agree with the correlation results of the previous section?

In the case of non-normality in the estimation errors, important information can be attained by examining the shape of the error distribution. For example, for two equally efficient estimators, there may be a larger probability of committing large errors with one estimator than with another, and such a possibility can be examined through the error distributions. Figures 3 through 6 show the end-of-sample error distributions for the HP, SVAR, MVF2,17 and combined approach under the Case 1 parameterization. Clearly, little information about the accuracy of the estimators is contained in the tails of the error distributions. Indeed, this result holds across all experiments (for

17. The MVF1 and HP error distributions are virtually identical, so only those for HP are shown. We return to the issue of the similarity between the HP and MVF1 later in the paper.
brevity, we show only those for Case 1). The remainder of this section will therefore focus solely on the RMSEs.

Figure 3: Case 1 End-of-Sample HP Error Distribution

Figure 4: Case 1 End-of-Sample MVF2 Error Distribution

Figure 5: Case 1 End-of-Sample SVAR Error Distribution

Figure 6: Case 1 End-of-Sample Combined-Approach Error Distribution
5.3 RMSEs

Overall, the RMSE statistics, shown in Table 3, conform broadly with the correlation results. Again, the HP-based filters generally outperform the SVAR in mid-sample, and the reverse is true at the end-of-sample. Also, the combined approach stands out relative to the individual approaches; in both full-sample and at the end-of-sample, the combined output-gap estimate produces the lowest or close to the lowest RMSE. The outlier among the experiments is again Case 6, where fluctuations are driven by potential output shocks.

Table 3: RMSEs

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full-sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>2.47</td>
<td>4.78</td>
<td>4.63</td>
<td>2.69</td>
<td>4.92</td>
<td>7.36</td>
<td>1.10</td>
</tr>
<tr>
<td>HP</td>
<td>1.93</td>
<td>1.97</td>
<td>1.71</td>
<td>2.16</td>
<td>2.22</td>
<td>3.57</td>
<td>1.50</td>
</tr>
<tr>
<td>MVF1</td>
<td>1.92</td>
<td>1.96</td>
<td>1.71</td>
<td>2.15</td>
<td>2.20</td>
<td>3.56</td>
<td>1.50</td>
</tr>
<tr>
<td>MVF2</td>
<td>1.88</td>
<td>1.95</td>
<td>1.78</td>
<td>2.09</td>
<td>2.17</td>
<td>3.61</td>
<td>1.44</td>
</tr>
<tr>
<td>SVAR</td>
<td>2.07</td>
<td>2.21</td>
<td>1.93</td>
<td>2.39</td>
<td>2.59</td>
<td>5.31</td>
<td>1.85</td>
</tr>
<tr>
<td>Combined</td>
<td>1.79</td>
<td>1.79</td>
<td>1.72</td>
<td>2.06</td>
<td>2.19</td>
<td>4.03</td>
<td>1.42</td>
</tr>
<tr>
<td><strong>End-of-sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>3.46</td>
<td>8.25</td>
<td>6.44</td>
<td>3.96</td>
<td>8.86</td>
<td>10.89</td>
<td>1.39</td>
</tr>
<tr>
<td>HP</td>
<td>2.52</td>
<td>2.56</td>
<td>1.75</td>
<td>2.99</td>
<td>3.00</td>
<td>4.44</td>
<td>2.33</td>
</tr>
<tr>
<td>MVF1</td>
<td>2.50</td>
<td>2.53</td>
<td>1.74</td>
<td>2.97</td>
<td>2.97</td>
<td>4.44</td>
<td>2.24</td>
</tr>
<tr>
<td>MVF2</td>
<td>2.19</td>
<td>2.68</td>
<td>2.41</td>
<td>2.68</td>
<td>3.35</td>
<td>5.46</td>
<td>1.69</td>
</tr>
<tr>
<td>SVAR</td>
<td>2.22</td>
<td>2.46</td>
<td>2.00</td>
<td>2.59</td>
<td>2.82</td>
<td>6.15</td>
<td>2.01</td>
</tr>
<tr>
<td>Combined</td>
<td>2.25</td>
<td>2.26</td>
<td>1.69</td>
<td>2.72</td>
<td>2.83</td>
<td>4.67</td>
<td>2.04</td>
</tr>
</tbody>
</table>

a. The Diebold-Mariano statistic indicates that the Case 5 end-of-sample RMSEs for the SVAR and combined approach are not significantly different at the 10 per cent level. Otherwise, all other pairs of RMSEs are significantly different at 5 per cent.

---

18. Pairwise Diebold-Mariano (1995) statistics were calculated to assess the significance of the difference between end-of-sample RMSEs within each case. Except where noted, these differences are significant at the 5 per cent level.
One aspect in which the RMSE results are clearly distinct from the correlation results is the end-of-sample performance of the linear filter and the MVF2 filter. The shortcomings of the linear filter are now very obvious: the RMSE statistics for the linear filter at the end-of-sample are substantially higher than those for the other filters. To a lesser degree, the weakness of the MVF2 filter is illustrated by the results for Cases 2, 3, and 5, where, with the exception of the linear filter, it produces the highest RMSE. The RMSEs for the MVF2 filter reveal the potential costs associated with that filter’s end-of-sample smoothing constraints. That is, in situations where trend movements in output are in fact persistent (as in Cases 2 and 5) or volatile (as in Case 3), the costs associated with penalizing changes in potential output growth can be rather large.

An additional aspect of these RMSE results is the remarkably similar performance of the HP and MVF1 (which is also readily apparent in section 5.1); the improvement in the MVF1’s RMSE performance over that of the HP is very small for all seven cases in full-sample and at the end-of-sample. It is possible that this similarity is simply a result of the weight on the Phillips curve residual, $W_1$, in the MVF being too low, in which case the information from inflation would have very little influence on the estimate of potential output. There is, as stated earlier, no formal method for choosing a value for this coefficient; we therefore investigate this result further by increasing the value of $W_1$ tenfold and computing a new estimate of the MVF. In Case 1, the end-of-sample RMSE of the MVF1 output-gap estimate falls from 2.50 to 2.36, while its correlation with the true output gap rises from 0.33 to 0.40, indicating that the weight on the Phillips curve conditioning information used in the MVF may indeed be too low.

6. Why the Combined Approach?

The strong results for the combined approach are interesting; they indicate that estimates from the SVAR and the MVF1 are complementary (i.e., one estimator serves to offset the errors made by the other). Specifically, the MVF1 makes errors that can be reduced by putting some weight on the SVAR estimate of the output gap, and vice versa. An interesting question is posed by the end-of-sample results: why is it not optimal to rely entirely on the SVAR at the end-of-sample or, analogously, why is it optimal to put weight on the MVF1 at the end-of-sample where, as we have shown, its performance worsens? It must be the case that there is a sufficient amount of error in the SVAR estimate of the output gap that it is optimal to place some weight on an alternative, albeit flawed, estimator such as the MVF1. To understand this result it is instructive to think of a hypothetical case in which (i) the SVAR is correctly specified, and (ii) its parameters are precisely estimated. In this case, the SVAR’s output-gap estimate would be exactly correct, and there would be no margin along which it could be improved. The further we move away from these conditions,
however, the less precise our SVAR estimate of the output gap becomes and, correspondingly, the more likely it becomes that the SVAR’s estimate could be improved by relying in part on alternative estimators. In the following subsections, we therefore examine the consequences of parameter uncertainty and model misspecification in the SVAR.

### 6.1 Parameter uncertainty

The first possibility is parameter uncertainty associated with the SVAR. That is, perhaps our sample size is small enough that in some realizations of the model economy, poor estimates of the SVAR’s parameters result in some weight being placed on the MVF1 at the end-of-sample. To investigate this possibility we rerun Case 1 using an estimation window of 500 periods, rather than the 160-period window used in the initial experiment.

Table 4 displays the results of this experiment and compares them with those for Case 1 at the end-of-sample. Notice that as we move from the 160-observation base case to the 500-observation case, the RMSE for the SVAR falls while the correlation rises. In the new case, the SVAR is the most favourable approach by both metrics. It appears that parameter uncertainty associated with the SVAR is at least partly responsible for the superior performance of the combined approach at the end-of-sample.

<table>
<thead>
<tr>
<th></th>
<th>160 observations</th>
<th>500 observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>RMSE</td>
</tr>
<tr>
<td>MVF1</td>
<td>0.33</td>
<td>2.50</td>
</tr>
<tr>
<td>SVAR</td>
<td>0.43</td>
<td>2.22</td>
</tr>
<tr>
<td>Combined</td>
<td>0.46</td>
<td>2.25</td>
</tr>
</tbody>
</table>

### 6.2 Model misspecification

We investigate the possibility that misspecification in the SVAR may be the reason we find a role for the HP-filter at the end-of-sample. We do this in the context of Case 1, where the SVAR’s assumptions of orthogonality and difference stationary output are both satisfied.
The easiest way to see how the SVAR is misspecified is to consider a version of NAOMI with shock terms only on the equations for potential output, the output gap (the IS curve), and inflation (the Phillips curve). Using a bivariate SVAR involves making the assumption that the economy is perturbed by only two “structural” shocks, one permanent and one transitory. Of course, even in this simplified version of NAOMI this is not the case; there are transitory shocks attached to both the IS curve and the Phillips curve and, furthermore, output and inflation respond in a different manner to each transitory shock. This example can be extended to include any number of variables; as long as each equation in the DGP is subject to random shocks, there will always be one more shock in the system than there are variables in the SVAR, and the SVAR will thus be misspecified.

We investigate this possibility by examining a case (Case 1b) in which the SVAR is not misspecified, in that the DGP contains only two shocks: (i) a shock to the Phillips curve, which has a transitory effect on output via the reaction function, and (ii) a shock to potential output, which has a long-run impact on the level of potential. Thus, relative to Case 1, we have removed the shocks to all equations except those for potential output and the Phillips curve.

Table 5 reports the results of this experiment relative to Case 1. Again, the SVAR is now the superior approach by both the RMSE and correlation criteria. Clearly, misspecification of the SVAR plays a role in determining the weight one should put on the SVAR at the end-of-sample.

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 1b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>RMSE</td>
</tr>
<tr>
<td>MVF1</td>
<td>0.33</td>
<td>2.50</td>
</tr>
<tr>
<td>SVAR</td>
<td>0.43</td>
<td>2.22</td>
</tr>
<tr>
<td>Combined</td>
<td>0.46</td>
<td>2.25</td>
</tr>
</tbody>
</table>
7. Concluding Remarks

This paper has described a method for assessing the relative usefulness of a variety of output-gap measures using simulated data from an artificial economy. It has highlighted the potential benefits of using an approach that combines the HP-based and SVAR methodologies. This combined approach generally provides the most useful estimate of the gap in an RMSE sense and in terms of correlation between the actual and estimated output gap, indicating that the output-gap estimates from the SVAR and the HP-based filter are in many cases complementary. Our results appear quite robust to alternative realistic assumptions about the DGP. We have shown that the favourable results for the combined approach at the end-of-sample are due in part to misspecification and parameter uncertainty in the SVAR.

Two additional results have been reported: (i) relative to other estimation methodologies, the SVAR is surprisingly robust to violations in its identifying assumptions, and (ii) in terms of the absolute accuracy of an estimator at the end-of-sample, the costs associated with imposing an arbitrary smoothing restriction can be high.

There are several possible extensions to this study. Future work will examine the possibility of structural change, particularly in the growth rate of potential output. In other words, how do the various approaches perform when there is, say, a U.S.-style new-economy scenario, in which the trend growth rate of productivity increases (or may have increased)? It would also be interesting to attempt to determine a weighting scheme for the various estimates of the gap that is optimal in some sense.

Of course, as stated earlier, the results presented in this paper are no doubt partly a function of the DGP. Although several modifications to the DGP were considered in this study, future work could examine the robustness of our results to variation in the structure of the model economy.
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