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Abstract

We study the impact of algorithmic trading in the foreign exchange market using a high-frequency

dataset representing a majority of global interdealer trading in three major currency pairs, euro-dollar,

dollar-yen, and euro-yen, from 2003 through 2007. We �nd that human-initiated trades account for a

larger share of the variance in exchange rate returns than computer-initiated trades: humans are still

the �informed�traders. There is some evidence, however, that algorithmic trading contributes to a more

e¢ cient price discovery process via the elimination of triangular arbitrage opportunities and the faster

incorporation of macroeconomic news surprises into the price. We also show that algorithmic trades tend

to be correlated, indicating that computer-driven strategies are not as diverse as those used by human

traders. Despite this correlation, we �nd no evidence that algorithmic trading causes excess volatility.

Furthermore, the amount of algorithmic activity in the market has a small, but positive, impact on market

liquidity.
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1 Introduction

The use of algorithmic trading, where computers monitor markets and manage the trading process at high

frequency, has become common in major �nancial markets in recent years, beginning in the U.S. equity

market in the late 1990s. Since the introduction of algorithmic trading, there has been widespread interest

in understanding the potential impact it may have on market dynamics. While some have highlighted

the potential for more e¢ cient price discovery, others have expressed concern that it may lead to higher

adverse selection costs and excessive volatility. Despite the widespread interest, formal empirical research on

algorithmic trading has been rare, primarily because of a lack of data in which algorithmic trades are clearly

identi�ed.1

In this paper we analyze the e¤ect algorithmic (�computer�) trades and non-algorithmic (�human�) trades

have on the informational e¢ ciency of foreign exchange prices; it is the �rst formal empirical study on the

subject in the foreign exchange market. We rely on a novel dataset consisting of several years (October

2003 to December 2007) of minute-by-minute trading data from Electronic Broking Services (EBS) in three

currency pairs: the euro-dollar, dollar-yen, and euro-yen. The data represent a majority of spot interdealer

transactions across the globe in these exchange rates. A crucial feature of the data is that, on a minute-by-

minute frequency, the volume and direction of human and computer trades are explicitly identi�ed, allowing

us to measure their respective impacts at high frequency. Another useful feature of the data is that it spans

the introduction and rapid growth of algorithmic trading in a market where it had not been previously

allowed.

The literature highlights two key features: algorithmic trading�s advantage in speed over human trading

and the potentially high correlation in algorithmic traders� strategies and actions. There is no agreement

on the e¤ect these two features of algorithmic trading may have on the informativeness of prices. Biais,

Foucault, and Moinas (2011), and Martinez and Rosu (2011), show that algorithmic traders�speed advantage

over humans �their ability to react more quickly to public information than humans �has a positive e¤ect

on the informativeness of prices.2 In their theoretical models algorithmic traders are better informed than

humans and use market orders to exploit their information. Given these assumptions, the authors show that

the presence of algorithmic traders makes asset prices more informationally e¢ cient, but their trades are

a source of adverse selection for those who provide liquidity. These authors argue that algorithmic traders
1A notable early exception prior to our study is the paper by Hendershott, Jones, and Menkveld (2011), who got around

the data constraint by using the �ow of electronic messages on the NYSE as a proxy for algorithmic trading. Subsequent to
the �rst version of our study, several papers, e.g. Brogaard (2010), Hendershott and Riordan (2009, 2011), Hasbrouck and Saar
(2010), Jovanovic and Menkveld (2011), Menkveld (2011), Kirilenko, Kyle, Samadi, and Tuzun (2010), and Zhang (2010), have
conducted empirical work on the subject using stock market data. Most of these studies do not directly observe algorithmic or
high frequency trading activity, but they infer the activity. Biais and Woolley (2011) and Foucault (2011) provide an excellent
survey of the literature on algorithmic and high frequency trading.

2Public information is prices, quotes, and depth posted for that asset and other assets, news announced via Bloomberg or
Reuters etc.
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contribute to price discovery because once price ine¢ ciencies exist, they quickly make them disappear. One

can also argue that better informed algorithmic traders who specialize in providing liquidity make prices more

informationally e¢ cient by posting quotes that re�ect new information quickly and thus prevent arbitrage

opportunities from occurring in the �rst place (e.g., Ho¤mann (2012)).

In contrast to these positive views on algorithmic trading, Foucault, Hombert, and Rosu (2012) show

that in a world with no asymmetric information, algorithmic traders�speed advantage does not increase the

informativeness of prices and simply increases adverse selection costs. Jarrow and Protter (2011) argue that

both features of algorithmic trading, the speed advantage over human traders and the potential commonality

of trading strategies amongst algorithmic traders, may have a negative e¤ect on the informativeness of prices.

In their theoretical model, algorithmic traders, triggered by a common signal, do the same trade at the same

time. Algorithmic traders collectively act as one big trader, create price momentum and thus cause prices

to be less informationally e¢ cient. Kozhan and Wah Tham (2012) show that algorithmic traders entering

the same trade at the same time causes a crowding e¤ect, which in turn pushes prices further away from

fundamentals. Stein (2009) also highlights this crowding e¤ect in the context of hedge funds simultaneously

implementing �convergence trade�strategies. In contrast, Oehmke (2009) and Kondor (2009) argue that the

higher the number of traders who implement �convergence trade�strategies the more e¢ cient prices will be.

Foucault (2011), in his review of the literature, emphasizes the disagreement in the literature and concludes

that the e¤ect algorithmic traders have on the informativeness of prices ultimately depends on what are

the trading strategies algorithmic traders specialize on and their investment in monitoring technologies. We

contribute to this literature by estimating algorithmic traders�degree of correlated trading activity in the

foreign exchange market and their role in the process of determining prices.

First we investigate whether the trading strategies used by computers are more correlated than those

used by humans. Since we do not have speci�c data on trading strategies used by market participants at any

point in time, we indirectly infer the correlation among computer trading strategies at a point in time from

our trading data. The primary idea behind the correlation test that we design is that traders who follow

similar trading strategies will trade less with each other than those who follow less correlated strategies. In

a simple random matching model, the amount of trading between two types of traders is determined by the

relative proportion of each type of trader in the market. Comparing the model�s predictions to the realized

values in the data, we �nd very strong evidence that computers do not trade with each other as much as the

model would predict. There is thus evidence that the strategies embodied in the computer algorithms are

indeed more correlated and less diverse than those used by human traders.

We next investigate the e¤ect both algorithmic trades and the degree of correlation amongst algorithmic

trading strategies have on a particular example of prices not being informationally e¢ cient: the occurrence
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of triangular arbitrage opportunities. We document that the introduction and growth of algorithmic trading

coincides with a dramatic reduction in triangular arbitrage opportunities. We continue with a formal analysis

of whether an increased (share of) algorithmic trading actually caused the reduction in triangular arbitrage

opportunities, or whether the relationship is merely coincidental or due to the increase in market liquidity

(trading volume) or the decrease in price volatility over time. To that end, we formulate a high-frequency

vector autoregression (VAR) speci�cation of the degree of triangular arbitrage opportunities and the degree of

algorithmic trading activity and the degree of correlation amongst algorithmic trading strategies, controlling

for trading volume and exchange rate return volatility in each currency pair. We estimate both a reduced form

of the VAR and a structural VAR, which uses the heteroskedasticity identi�cation approach developed by

Rigobon (2003) and Rigobon and Sack (2003,2004).3 In contrast to the reduced-form Granger causality tests,

which essentially measure predictive relationships, the structural VAR estimation allows for an identi�cation

of the contemporaneous causal impact of algorithmic trading on triangular arbitrage opportunities.

Both the reduced form and structural VAR estimations show that algorithmic trading activity reduces the

number of triangular arbitrage opportunities. In particular, we �nd that algorithmic traders predominantly

reduce arbitrage opportunities by quickly acting on the posted quotes by humans that enable the pro�t

opportunity. This result is consistent with the view that algorithmic trading improves informational e¢ ciency

by increasing the speed of price discovery, but at the same time they increase the adverse selection costs to

slow traders as suggested by the theoretical models of Biais, Foucault, and Moinas (2011), and Martinez and

Rosu (2011). Consistent with this result, we �nd that a higher degree of correlation amongst algorithmic

trading strategies (or when computers are predominantly trading with humans more so than with other

computers) reduces the number of arbitrage opportunities. Thus contrary to Jarrow and Protter (2011)�s

model, in this particular example, commonality in trading strategies is helping the price discovery process.

Interestingly, we also �nd some evidence that an increase in computers posting quotes decreases the number

of triangular arbitrage opportunities. In other words, the mechanism described in the aforementioned papers

is not the only way algorithmic traders are making prices more e¢ cient, but there is some evidence that

algorithmic traders are also making prices more e¢ cient by posting quotes that re�ect new information more

quickly.

As explained above, we �nd that algorithmic traders reduce the number of arbitrage opportunities. How-

ever, this is just one example of how computers improve the price discovery process. It is possible that

algorithmic traders reduce the number of arbitrage opportunities, but if during times when there are no

triangular arbitrage opportunities algorithmic traders behave en masse like the positive-feedback traders of

3To identify the parameters of the structural VAR we use the heteroskedasticity in algorithmic trading activity across the
sample.
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DeLong, Shleifer, Summers, and Waldman (1990) or the chartists described in Froot, Scharfstein, and Stein

(1992), or the short-term investors in Vives (1995), then they might cause deviations of prices from funda-

mental values and thus induce excess volatility. We thus investigate the e¤ect algorithmic traders have on a

more general measure of prices not being informationally e¢ ciency: the magnitude of serial autocorrelation in

currency returns.4 In particular, we estimate the serial autocorrelation of 5-second returns over 5-minute in-

tervals.5Similar to the evolution of arbitrage opportunities in the market, we document that the introduction

and growth of algorithmic trading coincides with a reduction in the absolute value of serial autocorrela-

tion in each of the three currency-pairs we analyze, especially in the euro-yen currency pair, the currency

with the lowest trading volume. We estimate both a reduced form and a structural VAR and �nd that, on

average, algorithmic trading participation reduces the degree of serial autocorrelation in currency returns.

Interestingly, the improvement in the informational e¢ ciency of prices comes from an increase in algorithmic

traders provision of liquidity, not from an increase in algorithmic traders reaction to posted quotes. In other

words, contrary to the previous example of triangular arbitrage opportunities, algorithmic traders appear to

increase the informational e¢ ciency of prices by posting quotes that re�ect new information more quickly.

Finally, we �nd that a higher correlation of algorithmic traders�actions is associated with an increase in the

serial autocorrelation of currency returns, providing some support for Jarrow and Protter (2011)�s concern,

namely the commonality in trading strategies may hinder the price discovery process, however the e¤ect is

not statistically signi�cant.

The paper proceeds as follows. Section 2 introduces the high-frequency data used in this study, including

a short description of the structure of the market and an overview of the growth of algorithmic trading in the

foreign exchange market over time. Section 3 analyzes whether computer strategies are more correlated than

human strategies. In Section ??, we test whether there is evidence that the share of algorithmic trading in the

market has a causal impact on the informativeness of prices. Finally, Section 6 concludes. Some additional

clarifying and technical material is found in the Appendix.

4Samuelson (1965), Fama (1965) and Fama (1970), among others, show that if prices re�ect all public information, then they
must follow a martingale process. As a consequence, an informationally e¢ cient price exhibits no serial autocorrelation either
positive (momentum) or negative (mean-reversion).

5Our choice of a 5-second frequency is driven by a trade-o¤ between sampling at a high enough frequency that we estimate
the e¤ect algorithmic traders have on prices, but low enough that we have enough transactions to avoid a zero serial auto-
correlation bias due to the number of zero-returns. Our results are qualitatively similar when we sample prices at 1-second for
the most liquid currency pairs, euro-dollar and dollar-yen, but for the euro-yen the 1-second sampling frequency biases the serial
auto-correlation towards zero due to a lack of trading activity at the beginning of the sample.
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2 Data description

2.1 Market structure

Over our sample period, from 2003 to 2007, two electronic platforms processed the majority of global inter-

dealer spot trading in the major currency pairs, one o¤ered by Reuters, and one o¤ered by Electronic Broking

Services (EBS).6 Both of these trading platforms are electronic limit order books. Importantly, trading in

each major currency pair is highly concentrated on only one of the two systems. Of the most traded currency

pairs (exchange rates), the top two, euro-dollar and dollar-yen, trade primarily on EBS, while the third,

sterling-dollar, trades primarily on Reuters. As a result, price discovery for spot euro-dollar, for instance,

occurs on the EBS system, and dealers across the globe base their customer and derivative quotes on that

price. EBS controls the network and each of the terminals on which the trading is conducted. Traders can

enter trading instructions manually, using an EBS keyboard, or, upon approval by EBS, via a computer di-

rectly interfacing with the system. The type of trader (human or computer) behind each trading instruction

is recorded by EBS, allowing for our study.

The EBS system is an interdealer system accessible to foreign exchange dealing banks and, under the

auspices of dealing banks (via prime brokerage arrangements), to hedge funds and commodity trading advisors

(CTAs). As it is a �wholesale�trading system, the minimum trade size is 1 million of the �base�currency,

and trade sizes are only allowed in multiple of millions of the base currency. We analyze data in the three

most-traded currency pairs on EBS, euro-dollar, dollar-yen, and euro-yen.7

2.2 Price, volume, and order �ow data

Our data consists of both quote data and transactions data. The quote data, at the one-second frequency,

consist of the highest bid quote and the lowest ask quote on the EBS system in our three currency pairs. The

quote data are available from 1997 through 2007. All the quotes are executable and therefore truly represent

the market price at that instant.8 From these data, we construct mid-quote series from which we can compute

exchange rate returns at various frequencies. The transactions data, available from October 2003 through

December 2007, are aggregated by EBS at the one-minute frequency. They provide detailed information on

6EBS, which was previously owned by a group of foreign-exchange dealing banks, was purchased by the ICAP group in 2006.
ICAP owns interdealer trading platforms and voice-broking services for most types of �nancial assets in a number of countries.

7The euro-dollar currency pair is quoted as an exchange rate in dollars per euro, with the euro the �base�currency. Similarly,
the euro is also the base currency for euro-yen, while the dollar is the base currency for the dollar-yen pair.

8 In our analysis, we exclude data collected from Friday 17:00 through Sunday 17:00 New York time from our sample, as
activity on the system during these �non-standard� hours is minimal and not encouraged by the foreign exchange community.
Trading is continuous outside of the weekend, but the value date for trades, by convention, changes at 17:00 New York time,
which therefore marks the end of each trading day. We also drop certain holidays and days of unusually light volume: December
24-December 26, December 31-January 2, Good Friday, Easter Monday, Memorial Day, Labor Day, Thanksgiving and the
following day, and July 4 (or, if this is on a weekend, the day on which the U.S. Independence Day holiday is observed).
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the volume and direction of trades that can be attributed to computers and humans in each currency pair.

Speci�cally, each minute we observe trading volume and order �ow for each of the four possible pairs of

human and computer makers and takers: human-maker/human-taker (HH), computer-maker/human-taker

(CH), human-maker/computer-taker (HC), and computer-maker/computer-taker (CC).9

Figure 1 shows, from 2003 through 2007, for each currency pair, the fraction of trading volume where at

least one of the two counterparties is an algorithmic trader, i.e., V ol(CH +HC +CC) as a fraction of total

volume. From its beginning in late 2003, the fraction of trading volume involving algorithmic trading grows

by the end of 2007 to near 60 percent for euro-dollar and dollar-yen trading, and to about 80 percent for

euro-yen trading.

Figure 2 shows the evolution over time of the four di¤erent possible types of trades: V ol(HH), V ol(CH),

V ol(HC), and V ol(CC); as fractions of the total volume. By the end of 2007, in the euro-dollar and dollar-

yen markets, human to human trades, the solid lines, account for slightly less than half of the volume,

and computer to computer trades, the dotted lines, for about ten to �fteen percent. In these two currency

pairs, V ol(CH) is often slightly higher than V ol(HC), i.e., computers �take�prices posted by humans, the

dashed lines, less often than humans take prices posted by market-making computers, the dotted-dashed

lines. The story is di¤erent for the cross-rate, the euro-yen currency pair. By the end of 2007, there are more

computer to computer trades than human to human trades. But the most common type of trade in euro-yen

is computers trading on prices posted by humans. We believe this re�ects computers taking advantage of

short-lived triangular arbitrage opportunities, where prices set in the euro-dollar and dollar-yen markets,

the primary sites of price discovery, are very brie�y out of line with the euro-yen cross rate. Detecting

and trading on triangular arbitrage opportunities is widely thought to have been one of the �rst strategies

implemented by algorithmic traders in the foreign exchange market, which is consistent with the more rapid

growth in algorithmic activity in the euro-yen market documented in Figure 1. We discuss the evolution of

the frequency of triangular arbitrage opportunities in Section 4 below.

3 How Correlated Are Algorithmic Trades and Strategies?

Jarrow and Protter (2011) argue that the potential commonality of trading strategies amongst algorithmic

traders may have a negative e¤ect on the informativeness of prices. In their theoretical model, algorithmic

traders, triggered by a common signal, do the same trade at the same time. Algorithmic traders collectively

act as one big trader, create price momentum and thus cause prices to be less informationally e¢ cient.

9The naming convention for �maker�and �taker� re�ects the fact that the �maker�posts quotes before the �taker� chooses
to trade at that price. Posting quotes is, of course, the traditional role of the market-�maker.�We refer the reader to Appendix
A1 for more details on how we calculate volume and order �ow for these four possible pairs of human and computer makers and
takers. Order �ow is de�ned as the net of buyer-initiated trading volume minus seller-initiated trading volume.
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Similarly, Khandani and Lo (2007, 2011), who analyze the large losses that occurred for many quantitative

long-short equity strategies at the beginning of August 2007, highlight the possible adverse e¤ects on the

market of such commonality in behavior across market participants (algorithmic or not) and provide empirical

support for this concern.

If one looks for similar episodes in our data, August 16, 2007 in the dollar-yen market stands out. It

is the day with the highest realized volatility and one of the highest absolute value of serial correlation in

5-second returns in our sample period. On that day, the Japanese yen appreciated sharply against the U.S.

dollar around 6:00 a.m. and 12:00 p.m. (NY time), as shown in Figure 3. The �gure also shows, for each

30-minute interval in the day, computer-taker order �ow (HC+CC) in the top panel and human-taker order

�ow (HH + CH) in the lower panel. The two sharp exchange rate movements mentioned happened when

computers, as a group, aggressively initiated sales of dollars and purchases of yen. Computers, during these

periods of sharp yen appreciation, mainly traded with humans, not with other computers. Human order

�ow at those times was, in contrast, quite small, even though the trading volume initiated by humans (not

shown) was well above that initiated by computers: human takers were therefore selling and buying dollars

in almost equal amounts. The orders initiated by computers during those time intervals were therefore far

more correlated than the orders initiated by humans. After 12:00 p.m., human traders, in aggregate, began

to buy dollars fairly aggressively, and the appreciation of the yen against the dollar was partially reversed.

The August 16, 2007 episode in the dollar-yen market was widely viewed at the time as the result of a

sudden unwinding of large yen carry-trade positions, with many hedge funds and banks�proprietary trading

desks closing risky positions and buying yen to pay back low-interest loans.10 This is, of course, only one

episode in our two-year sample, and by far the most extreme as to its impact on volatility, so one should

not draw conclusions about the overall correlation of algorithmic strategies based on this single instance.

Furthermore, episodes of very sharp appreciation of the yen due to the rapid unwinding of yen carry trades

have occurred on a number of occasions since the late 1990s, well before algorithmic trading was allowed in

this market.11 We therefore investigate next whether there is evidence that, on average over our sample,

the strategies used by computer traders have tended to be more correlated (less diverse) than those used by

human traders.12

10A traditional carry-trade strategy borrows in a low-interest rate currency and invests in a high-interest rate currency, with
the implicit assumption that the interest rate di¤erential will not be (fully) o¤set by changes in the exchange rate. That is,
carry trades bet on uncovered interest rate parity not holding. Although the August 16, 2007 episode occurs only a week after
the events described in Khandani and Lo (2007, 2011), we are not aware of any direct link between the quant equity crisis and
the carry trade unwinding.
11The sharp move of the yen in October 1998, which included a 1-day appreciation of the yen against the dollar of more than

7 percent, is the best-known example of the impact of the rapid unwinding of carry trades.
12There is little public knowledge, and no data, about the mix of strategies used by algorithmic traders in the foreign exchange

market, as traders and EBS keep what they know con�dential. From conversations with market participants, we believe that
about half of the algorithmic trading volume on EBS over our sample period comes from traditional foreign exchange dealing
banks, with the other half coming from hedge funds and commodity trading advisors (CTAs). Hedge funds and CTAs, who access
EBS under prime-brokerage arrangements, can only trade algorithmically (no keyboard trading) over our sample period. Some of
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3.1 Inferring Correlation from Trade Data

We do not observe the trading strategies of market participants. However, we can infer the correlation of

algorithmic strategies from the trading activity of computers and humans. The idea is the following. Traders

who follow similar trading strategies and therefore send similar trading instructions at the same time, will

trade less with each other than those who follow less correlated strategies. Therefore, the extent to which

computers trade with each other contains information about how correlated the algorithmic strategies are.

More precisely, we consider a simple benchmark model that assumes random and independent matching

of traders. This is a reasonable assumption given the lack of discrimination between keyboard traders and

algorithmic traders in the EBS matching process; that is, EBS does not di¤erentiate in any way between

humans and computers when matching buy and sell orders in its electronic order book. The model allows us

to determine the theoretical probabilities of the four possible trades: Human-maker/human-taker, computer-

maker/human-taker, human-maker/computer-taker and computer-maker/computer-taker. We then compare

these theoretical probabilities to those observed in the actual data. The benchmark model is fully described

in Appendix A3, and below we outline the main concepts and empirical results.

Under our random and independent matching assumption, computers and humans, both of which are

indi¤erent ex-ante between making and taking, trade with each other in proportion to their relative presence

in the market. In a world with more human trading activity than computer trading activity (which is the

case in our sample), we should observe that computers take more liquidity from humans than from other

computers. That is, the probability of observing human-maker/computer-taker trades, Prob(HC), should

be larger than the probability of observing computer-maker/computer taker trades, Prob(CC). We label the

ratio of the two, Prob(HC)/Prob(CC), the computer-taker ratio, RC. Similarly, one expects humans to take

more liquidity from other humans than from computers, i.e., Prob(HH) should be larger than Prob(CH).

We label this ratio, Prob(HH)/Prob(CH), the human-taker ratio, RH. In summary, one thus expects that

RC > 1 and RH > 1, because there is more human trading activity than computer trading activity.

Importantly, the model predicts that the ratio of these two ratios, the computer-taker ratio divided by

the human-taker ratio, should be equal to one. That is, the model predicts R = RC=RH = 1 because

humans take liquidity from other humans in the same proportion that computers take liquidity from humans.

Observing a ratio R = RC=RH > 1 in the data indicates that computers are trading less among themselves

the banks�computer trading is related to activity on their own customer-to-dealer platforms, to automated hedging activity, and
to the optimal execution of large orders. But a sizable fraction (perhaps almost a half) is believed to be proprietrary trading using
a mix of strategies similar to what hedge funds and CTAs use. These strategies include various types of high-frequency arbitrage,
including across di¤erent asset markets, a number of lower-frequency statistical arbitrage strategies (including carry trades), and
strategies designed to automatically react to news and data releases (believed to be still fairly rare by 2007). Overall, market
participants believe that the main di¤erence between the mix of algorithmic strategies used in the foreign exchange market and
the mix used in the equity market is that optimal execution algorithms are less prevalent in foreign exchange than in equity.
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and more with humans than what our benchmark model predicts.13 Therefore a ratio bigger than one can

be viewed as evidence that computers have trading strategies that are more correlated than those of humans.

The test outlined above implicitly takes into account trading direction because the matching process in

EBS takes it into account. Nevertheless, we also describe in detail in Appendix A3 a model that explicitly

takes trading direction into account. Using notation similar to the model without trading direction, this

model yields four ratios, RCB , RCS , RHB , and RHS , a computer-taker ratio where computers are buying,

a computer-taker ratio where computers are selling, a human-taker ratio where humans are buying, and a

human-taker ratio where humans are selling. As before, the model predicts that each of these four ratios

will be greater than one, but that the ratio of the buy ratios, RB � RCB

RHB , and the ratio of the sell ratios,

RS � RCS

RHS , will both be equal to one.

Based on the model described above, we calculate for each trading day in our sample a realized value

for daily, 1-min, and 5-min R, RS , and RB . Speci�cally, the daily realized values of RH and RC are given

by dRH = V ol(HH)
V ol(CH) and

dRC = V ol(HC)
V ol(CC) , where, for instance, V ol (HC) is the daily trading volume between

human makers and computer takers, following the notation described in Section 2. Similarly, we de�ne

[RHS =
V ol(HHS)
V ol(CHS)

, \RHB =
V ol(HHB)
V ol(CHB)

, [RCS = V ol(HCS)
V ol(CCS)

, and [RCB = V ol(HCB)
V ol(CCB)

, where V ol
�
HHB

�
is the

daily buy volume between human makers and human takers (i.e., buying of the base currency by the taker),

V ol
�
HHS

�
is the daily sell volume between human makers and human takers, and so forth.

Table 3 shows the means of the natural log of 1-min, 5-min, and daily ratios of ratios, ln bR = ln(
dRCdRH ),

ln cRS = ln([RCS

[RHS
), and lndRB = ln( [RCB

\RHB
), for each currency pair. In contrast to the benchmark predictions

that R � 1; RB � 1 and RS � 1, or equivalently that lnR � 0; lnRB � 0 and lnRS � 0; we �nd that, for all

three currency pairs, at all frequencies, ln bR , lndRB and ln cRS are substantially and signi�cantly greater than
zero.14 The table also shows the number of intervals in which the statistics are above zero. In all currencies,

at the daily frequency, more than 95 percent of the days, ln bR , lndRB and ln cRS are above zero. Overall, the
observed ratios are highest in the cross-rate, the euro-yen, consistent with the view that computers trading

in the cross-rate are predominantly taking advantage of short-lived triangular arbitrage opportunities, and

thus are more likely to do the same trade at the same time in this currency pair.

We also show in Table 3 the number of non-missing observations for the ratio of the ratios. At high

frequencies, 1-minute, 5-minute, the majority of the observations are missing because it is common for

13For the ratio R to be larger than one, either the computer-taker ratio is larger than what the model predicts or the human-
taker ratio is smaller than the model predicts. For the computer-taker ratio to be larger than what the model predicts, either
computers are taking too much liquidity from humans, or computers are not taking enough liquidity from other computers.
Similarly, if the human-taker ratio is smaller than what the model predicts, computers are trading more with humans than the
model predicts.
14We report summary statistics for ln bR, ln cRS and lndRB rather than bR, cRS and dRB because bR, cRS and dRB are bounded

below by zero, while ln bR, ln cRS and lndRB are not bounded. Furthermore, the taylor expansion of ln bR, ln cRS and lndRB is

simpler. However, our results are robust to using bR, cRS and dRB or ln bR, ln cRS and lndRB :
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V ol (CC), V ol
�
CCS

�
, and V ol

�
CCB

�
to be zero at high frequencies, especially at the beginning of our sample

period when algorithmic trading was scarce.15 The fact that we cannot estimate ln bR , lndRB and lndRS when
V ol (CC),V ol

�
CCS

�
, and V ol

�
CCB

�
are zero, introduces a downward bias in our sample statistics at high

frequencies because ln bR , lndRB and lndRS are large when V ol (CC) is close to zero. In other words, ln bR ,
lndRB and lndRS underestimates how highly correlated algorithmic trading strategies are at the 1-minute and
5-minute frequency. The daily ln bR , lndRB and lndRS values, which we are able to compute on 80 percent of

the days, do not su¤er from this bias as much and accordingly show that algorithmic trading strategies are

more highly correlated (i.e., ln bR , lndRB and lndRS are farther from zero at the daily frequency than at the

1-minute and 5-minute frequency).

Another concern, is that we observe ln bR during periods of high trading volume � when none of the

following quantities: V ol (CC) nor V ol (HH) nor V ol (CH) are equal to zero. To mitigate these concerns

we show in Table A1 in the appendix the means of ln bR, ln cRS and lndRB at all frequencies using data

from 2006 to 2007, when the number of missing observations for each of these ratios is smaller. The test

statistics show that the means of ln bR, ln cRS and lndRB are robustly above zero. Importantly, the percent

of days ln bR, ln cRS and lndRB are above zero is from 98 to 100 percent, suggesting that algorithmic trading

activity is highly correlated during high, medium and low trading volume days. To further mitigate concerns

we compute �rst order Taylor expansion approximations of ln bR, ln cRS and lndRB around mean values of

V ol (CC), V ol (HH), V ol (HC) and V ol (CH). This approximation will be particularly useful at the 1-minute

and 5-minute frequency. Speci�cally, each day we compute the mean of V ol (CC), V ol (HH), V ol (HC)

and V ol (CH) at the 1-minute and 5-minute frequency. Each month we compute the mean of V ol (CC),

V ol (HH), V ol (HC) and V ol (CH) at the daily frequency. We then compute ln bR at each frequency using
a �rst order Taylor expansion approximation. The �rst oder Taylor expansion of ln bR = ln(V ol(HC)) �

ln(V ol(CC))� ln(V ol(HH)) + ln(V ol(CH)) around the values a = V ol(HC), b = V ol(CC), c = V ol(HH),

and d = V ol(CH), is ln bR � ln(a)+ 1
a (V ol(HC)�a)�

1
b (V ol(CC)� b)�

1
c (V ol(HH)� c)+

1
d (V ol(CH)�d)

We report in Table 3 the mean of ln bR, ln cRS and lndRB when we replace missing values ln bR, ln cRS and
lndRB with the �rst order Taylor expansion approximations of ln bR, ln cRS and lndRB described above at each
frequency. When we do this we are able to observe ln bR, ln cRS and lndRB for more than 80 percent of the
observations at each frequency in our full sample and for 100 percent of the observations in the 2006-2007

sample (results shown in Table B1 in the Appendix). The results shown in Table 3, Table A1 and Table

15 lnR is missing if either V ol (CC) or V ol (HH) or V ol (CH) is equal to zero. However, the probability that V ol (CC) is
equal to zero is higher than the probability that either V ol (HH) or V ol (CH) are equal to zero. In our full sample, V ol (CC) is
equal to zero in 70 percent, 74 percent, and 76 percent of our 1-minute observations in EUR/USD, USD/JPY and EUR/JPY,
respectively. In contrast, V ol (HH) is equal to zero less than one percent of the time in the EUR/USD currency pair, 5 percent
of the time in the USD/JPY currency pair, and 25 percent of the time in the EUR/JPY currency pair. V ol (CH) is equal to
zero 30 percent and 40 percent of the time in the EUR/USD and USD/JPY currency pairs, respectively and 60 percent of the
time in the EUR/JPY currency pair.
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B1 suggest that despite our concern with missing observations, our conclusions are qualitatively the same.

For all currencies at all frequencies the means of ln bR, ln cRS and lndRB are robustly above zero. The Tables
also con�rm the downward bias of our sample statistics estimated using the full sample and without using

a Taylor approximation. The means of ln bR, ln cRS and lndRB are higher in the 2006 to 2007 sample, when
V ol(CC) is less often zero, than in the full sample, September 2003 to December 2007. The means of ln bR,
ln cRS and lndRB are higher when we use Taylor approximations, when ln bR, ln cRS and lndRB are missing less
often, than when we do not use the Taylor approximations.16

In summary, the results show that computers do not trade with each other as much as random matching

would predict, and the results hold for high, medium and low trading volume intervals. We take this as

evidence that the algorithmic trading strategies used by computers are less diverse than the trading strategies

used by human traders. Although high correlations among computer strategies may raise some concerns about

the impact of algorithmic trading on the foreign exchange market, a high correlation of algorithmic strategies

need not necessarily be detrimental to market quality. For instance, as noted above, the evidence for a high

correlation of algorithmic strategies is strongest for the euro-yen currency pair. This is consistent with a large

fraction of algorithmic strategies in that currency pair being used to detect and exploit triangular arbitrage

opportunities. Faced with the same price data at a particular moment, the various computers seeking to pro�t

from the same arbitrage opportunities would certainly take the same side of the market. However, this can

contribute to a more e¢ cient price discovery process in the euro-yen market, as suggested by Oehmke (2009)

and Kondor (2009), or it can have adverse e¤ects on the price discovery process, as suggested by Jarrow and

Protter (2011), Kozhan and Wah Tham (2012) and Stein (2009). If the high correlation of strategies re�ects

a large number of algorithmic traders using the same carry trade or momentum strategies, as in the August

2007 example shown at the beginning of this section, then there may be reasons for concern. In the next

sections we analyze the potential e¤ects of algorithmic trading participation and a high correlation among

AT strategies on triangular arbitrage opportunities and the serial correlation of high frequency returns.

4 Triangular Arbitrage and AT

The most distinguishing feature of algorithmic trading is the speed at which it can operate. Computers

can both execute a given trade order as well as process relevant information at a much quicker pace than a

human trader. Increased algorithmic trading might therefore help improve the speed with which information

is incorporated into prices, as suggested by Biais, Foucault, and Moinas (2011), Martinez and Rosu (2011),

Oehmke (2009) and Kondor (2009). However, algorithmic traders, triggered by a common signal, doing the

16We also conducted the same tests using statistics based on the number of trades of each type (HC, for instance) rather than
trading volume of each type. The results were qualitatively identical.
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same trade at the same time may hinder price discovery, as suggested by Jarrow and Protter (2011), Kozhan

and Wah Tham (2012) and Stein (2009). We test this hypothesis by analyzing a particular situation where

speed is of the essence: The capturing of triangular arbitrage opportunities. We begin with providing some

suggestive graphical evidence that the introduction and growth of AT coincides with a reduction on triangular

arbitrage opportunities, and then proceed with a more formal analysis.

4.1 Preliminary graphical evidence

Our data contains second-by-second bid and ask quotes on three related exchange rates (euro-dollar, dollar-

yen, and euro-yen), and thus we can estimate the frequency with which these exchange rates are �out of

alignment.�More precisely, each second we evaluate whether a trader, starting with a dollar position, could

pro�t from purchasing euros with dollars, purchasing yen with euros, and purchasing dollars with yen, all

simultaneously at the relevant bid and ask prices. An arbitrage opportunity is recorded for any instance

when such a strategy (and/or a �round trip� in the other direction) would yield a pro�t of one basis point

or more.17 The daily frequency of such opportunities is shown from 2003 through 2007 in Figure 4.

The frequency of arbitrage opportunities drops dramatically over our sample, with the drop being par-

ticularly noticeable around 2005, when the rate of growth in algorithmic trading is highest. On average in

2003 and 2004, the frequency of such arbitrage opportunities is about 0.5 percent, one occurrence every 500

seconds. By 2007, at the end of our sample, the frequency has declined to 0.03 percent, one occurrence every

30,000 seconds. This simple analysis highlights the potentially important impact of algorithmic trading in

this market. It is clear that other factors could have contributed to, or even driven, the drop in arbitrage

opportunities, and the analysis certainly does not prove that algorithmic trading caused the decline. How-

ever, the �ndings line up well with the anecdotal (but widespread) evidence that one of the �rst strategies

widely implemented by algorithmic traders in the foreign exchange market aimed to detect and pro�t from

triangular arbitrage opportunities and the view that the more arbitrageurs there are taking advantage of the

opportunities the less of these opportunities there are (Oehmke (2009) and Kondor (2009)).

17We conduct our test over the busiest period of the trading day in these exchange rates, from 3:00 am to 11:00 am New York
Time, when all three exchange rates are very liquid. Our choice of a one-basi-point pro�t cuto¤ ($100 per $1 million traded)
is arbitrary but, we believe, reasonable; the frequencies of arbitrage opportunities based on several other minimum pro�t levels
(zero and 0.5 basis point) or higher pro�t levels (2 basis points) show a similar pattern of decline over time. Note that even
though we account for actual bid and ask prices in our calculations of pro�ts, an algorithmic trader also encurs other costs (e.g.,
overhead, fees for the EBS service, and settlement fees). In addition, the fact that trades on the system can only be made in
whole millions of the base currency creates additional uncertainty and implied costs. As an example, if a trader sells 2 million
dollars for 1.5 million euros, the next leg of the triangular arbitrage trade on EBS can only be a sale of, say, 1 or 2 million euros
for yen, not a sale of 1.5 million euros. Therefore, even after accounting for bid-ask spreads, setting a minimum pro�t of zero to
detect triangular arbitrage opportunities is not realistic.
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4.2 A formal analysis

The evidence presented in Figure 4 is suggestive of the impact of algorithmic trading on informational

e¢ ciency. However, other factors might have in�uenced the speed with which information is incorporated

into prices, and we now attempt to more formally identify the role of AT. Since triangular arbitrage is a

high-frequency phenomenom, we perform the econometric analysis using minute-by-minute data, the highest

frequency at which we sample algorithmic trading activity. The second-by-second quote data are used to

construct a minute-by-minute measure of the frequency of triangular arbitrage opportunities. In particular,

following the same approach as above, for each second we calculate the maximum pro�t achievable from a

�round trip� triangular arbitrage trade in either direction, starting with a dollar position. This measure is

truncated at zero, such that pro�ts are always non-negative, and a minute-by-minute measure of triangular

arbitrage opportunities is calculated as the number of seconds within each minute with a positive pro�t.

Algorithmic trading activity is measured on a minute-by-minute frequency in �ve di¤erent ways. First,

the fraction of total volume of trade that involves a computer on at least one side of the trade, which we label

V AT = 100 � V ol(HC)+V ol(CH)+V ol(CC)
V ol(HH)+V ol(HC)+V ol(CH)+V ol(CC) . Second, the relative taking activity of computers, which

we label V Ct = 100� V ol(HC)+V ol(CC)
V ol(HH)+V ol(HC)+V ol(CH)+V ol(CC) . Third, the relative making activity of computers,

which we label V Cm = 100� V ol(CH)+V ol(CC)
V ol(HH)+V ol(HC)+V ol(CH)+V ol(CC) . Fourth, the relative taking activity of com-

puters taking into account the sign of the trades, which we label OFCt = 100� jOF (C�Take)j
jOF (C�Take)j+jOF (H�Take)j .

Fifth, ln bR as a measure of how highly correlated computer trading strategies or trading actions are. The

higher the value of ln bR the higher the correlation of computer trading actions. As mentioned above, ln bR is
missing for the majority of one-minute intervals. To mitigate concerns that arise from missing observations

of ln bR , we also estimate our results using the Taylor expansion approximation of ln bR whenever we cannot
observe ln bR. The results are qualitatively similar and available from the authors upon request.

Algorithmic trading and triangular arbitrage opportunities are likely determined simultaneously, in the

sense that both variables have a contemporaneous impact on each other. OLS regressions of contemporaneous

triangular arbitrage opportunities on contemporaneous algorithmic trading activity are therefore likely biased

and misleading. In order to overcome these di¢ culties, we estimate a structural VAR system, which will be

identi�ed through the heteroskedasticity identi�cation approach developed by Rigobon (2003) and Rigobon

and Sack (2003, 2004). Let Arbt be the minute-by-minute measure of triangular arbitrage possibilities and

AT avgt be average AT activity across the three currency pairs; ATmeant is used to represent either of the �ve

measures of AT activity. De�ne Yt = (Arbt; AT
avg
t ) and the structural form of the system is given by

AYt = �(L)Yt + �Xt�1:t�20 +	Gt + �t: (1)
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Here A is a 4�4matrix speci�ying the contemporaneous e¤ects, normalized such that all diagonal elements are

equal to 1. � (L) is a lag-function that controls for the e¤ects of the lagged endogenous variables. Xt�1:t�20

consists of lagged control variables not modelled in the VAR. Speci�cally, Xt�1:t�20 includes the sum of the

volume of trade in each currency pair over the past 20 minutes and the volatility in each currency pair over the

past 20 minutes, calculated as the sum of absolute returns over these 20 minutes. Gt represent a set of deter-

ministic functions of time t, capturing individual trends and intra-daily patterns in the variables in Yt. In par-

ticular, Gt =
�
Ift21st month of sampleg; :::; Ift2last month of sampleg; Ift21st half-hour of dayg; :::; Ift2last half-hour of dayg

�
,

capturing long term secular trends in the data by year-month dummy variables, as well as intra-daily patterns

captured by half-hour dummy variables.18 The structural shocks to the system are given by �t, which, in

line with standard structural VAR assumptions, are assumed to be independent of each other and serially

uncorrelated at all leads and lags. The number of lags included in the VAR is set to 20. Equation (1) thus

provides a very general speci�cation, allowing for full contempoaneous interaction between the two variables,

arbitrage opportunities and one of the �ve measures of AT activity.

Before describing the estimation of the structural system, it is useful to begin the analysis with the reduced

form system,

Yt = A
�1� (L)Yt +A

�1�Xt�1:t�20 +A
�1	Gt +A

�1�t: (2)

The reduced form is estimated equation-by-equation using ordinary least squares, and Granger causality

tests are performed to assess the role of AT in determining triangular arbitrage opportunities. In particular,

we test whether the sum of the coe¢ cients on the lags of the causing variable is equal to zero. Since the sum

of the coe¢ cients on the lags of the causing variable is proportional to the long-run impact of that variable,

the test can be viewed as a long-run Granger causality test. Importantly, the sum of the coe¢ cients also

tells us of the estimated direction of the (long-run) relationship, such that the test is associated with a clear

direction in the causation.

Table ?? shows the results, where the �rst three rows in each sub-panel provides the Granger causality

results, showing the sum of the coe¢ cients on the lags of the causing variable, as well as the F-statistic

and corresponding p-value.19 The next two rows in each sub-panel provides the results of the standard

Granger test, namely that all of the coe¢ cients are equal to zero. The left hand panels show tests of whether

AT causes (a reduction of) triangular arbitrage opportunities, whereas the right hand panels show test of

whether triangular arbitrage opportunities have an impact on algorithmic trading. We estimate the VAR

18Replacing the year-month dummy variables with a linear and quadratic trend in t, yielded very similar estimation results.
19We also conducted standard Granger causality tests, which are simply F-tests of whether the coe¢ cients on all lags of the

causing variable are jointly equal to zero. Since this type of test is not asscoiated with a clear direction in causation, we focus
on the long-run test reported in Table ??, which explicitly shows the direction of causation. Overall, the traditional Granger
causality tests yielded very similar results to the long-run test.
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using two di¤erent samples: (i) using only data during the busiest trading hours of the day, between 3am

and 11am New York time, and (ii) using data from the entire 24 hour trading day. We show the results

only for the busiest trading hours of the day, between 3am and 11am New York time. The results using

data from the entire 24 hour trading day are available from the authors upon request and are qualitatively

similar. The (long-run) Granger causality tests of whether AT has a causal e¤ect on triangular arbitrage

all tell a fairly clear story. The sum of the coe¢ cients on lagged AT actictivity is almost always negative

and often statistically signi�cant, indicating that increased AT activity leads to fewer triangular arbitrage

opportunities. There is also evidence that an increase in triangular arbitrage opportunities Granger causes an

increase in algorithmic trading. Importantly, the evidence is strongest for triangular arbitrage opportunities

causing an increase in the relative taking activity of computers (V Ct and OFCt are strongly associated

with a decrease in triangular arbitrage opportunities), which suggests that algorithmic traders improve the

informational e¢ ciency of prices by taking advantage of arbitrage opportunities and making them disappear

quickly, rather than by posting quotes that prevent these opportunites from occuring (as would be indicated

by a strong e¤ect of V Cm on reducing triangular arbitrage opportunities). This is in line with the theoretical

models of Biais, Foucault, and Moinas (2011), Martinez and Rosu (2011), Oehmke (2009) and Kondor (2009).

The Granger causality results point to a potentially strong causal relationship between AT and triangular

arbitrage, with causation seemingly going in both directions and in line with theory. However, although

Granger causality tests can be quite informative and possibly quite indicative of true causality, they are

based on the reduced form of the VAR, and do not explicitly identify the contemporaneous causal economic

relationships in the model. This is particularly important in our setting, because we only observe trading

activity at the 1-minute frequency. We therefore also attempt to estimate the structural version of the model,

using a version of the heteroskedasticity identi�cation approach developed by Rigobon (2003) and Rigobon

and Sack (2003,2004). The basic idea of this identifcation scheme is that heterogeneity in the error terms

can be used to identify simultaneous equation systems. The actual mechanics of the iden�ciation scheme are

provided in the Appendix, and here we try to provide some intution on how it works.

To form an idea of how the indenti�cation method works, consider, for simplicity, a system of two

simultaneous equations, say triangular arbitrage opportunities and a measure of algorithmic trading in a

single currency pair. In a typical classical setup, the impact of algorithmic trading on triangular arbitrage

cannot be identi�ed because of the contemporaneous feedback between the two variables. Now, suppose

that algorithmic trading is more variable in the second half of the sample than in the �rst half, whereas the

variance of triangular arbitrage opportunities remain the same. In this case, one can use the di¤erence in

variance in algorithmic trading across the two subsamples to identify the casual impact of algorithmic trading

on triangular arbitrage. In particular, in the higher variance period the (causal) impact of algorithmic trading
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on triangular arbitrage opportunities will be more important in determining the (�non-causal�) covariance

between AT and triangular arbitrage, than in the lower variance period. That is, the reduced form covariance

between AT and triangular arbitrage is a function of the variances of the structural shocks and the causal

impact that each variable has on the other. A shift in the variance of AT therefore provides su¢ cient

additional information to identify its causal impact on triangular arbitrage. More generally, the appproach

allows for a full identi�cation of the simultaneous system, provided the covariance matrix changes in a non-

proportional manner across two di¤erent variance regimes.

In the current context, we rely on the observation that the degree of AT participation in the market

becomes more variable over time. That is, the variance of any of the measures of AT, such as the fraction of

traded volume that involves a computer in some manner, tends to increase over time as this fraction becomes

larger; as the level increases, so does the variance. To capitalize on this fact, we split up the sample into

two equal-sized sub-samples, simply de�ned as the �rst and second half of the sample period. Although

the variances of the shocks are surely not constant within these two subsamples, this is not crucial for the

identi�cation mechanism to work, as long as there is a clear distinction in (average) variance across the two

sub-samples, as discussed in detail in Rigobon (2003). Rather, the crucial identifying assumption is that the

structural parameters determining the contemporaneous impact between the variables (i.e., A in equation

(1) above) is constant across the two variance regimes. This is, of course, a strong assumption, although it is

almost always implictly made in any model with constant coe¢ cients across the entire sample. To the extent

that one attempts to make use of a long data span to identify the e¤ects of algorithmic trading, it would be very

di¢ cult to do so without making some implicit assumption that the underlying structural impact is similar

across the sample period. The Appendix provides more detail on the identi�cation approach and details the

mechanics of the actual estimation, which is performed via GMM. The Appendix also lists estimates of the

covariance matrices across the two di¤erent regimes, showing that there is strong heteroskedasticity between

the �rst and second half of the sample, and that the shift in the covariance matrices between the two regimes

is not proportional.

Estimates of the relevant contemporaneus structural parameters in equation (1) are shown at the bottom

of each sub-panel in Table ??, with bootstrapped standard errors given in paratheses below (see Appendix

for details on the bootstrap). Overall, the contemporaneous e¤ects are in line with those found in the

Granger causality tests, namely increased AT activity, especially an increase in the relative taking activity of

computers, causes a reduction in triangular arbitrage opportunites. Interestingly, the structural estimation

indicates that an increase in correlated trading actions by computers is most e¤ective in decreasing triangular

arbitrage opportunities, consistent with the view that the more arbitrageurs there are in the market the sooner

the arbitrage opportunities disappear (Oehmke (2009) and Kondor (2009)).
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In terms of actual economic signi�cance, the estimated relationships are also quite sizable. For instance,

consider the estimated contemporaneous impact of relative computer taking activity in the same direction

(OFCt) on triangular arbitrage. The sum of the coe¢ cients is �0:03, which implies that a one percentage

point increase in average AT across all three currency pairs would on average reduce the average number of

seconds with a triangular arbitrage in a given minute by 0:03. This sounds like a tiny e¤ect, but the standard

deviation of relative computer taking is around 25 percent,20 suggesting that a one standard deviation increase

in AT across all three currency pairs leads to an average reduction of 3�25�0:03 = 2:25 seconds of arbitrage

opportunies in each minute. On average, in the 3-11am sample, there are only about 2:4 seconds of arbitrage

opportunities within each minute, so a reduction of 2:25 seconds seems quite sizeable. Similarly, the causal

impact of triangular arbitrage opportunities on AT is fairly large. The standard deviation of triangular

arbitrage opportunities is around 3:4,21 suggesting that a one standard deviation shift in triangular arbitrage

leads to a 3:4� 1:3 = 4:42 percentage point increase in average relative computer taking in each of the three

currency pairs.

In summary, both the Granger causality tests and the heteroskedasticity identi�cation approaches point to

the same conclusion: AT helps reduce triangular arbitrage opportunites, especially computer taking activity

and during intervals of highly correlated computer trading activity, and the presence of triangular arbitrage

opportunities leads to an increase in AT.

5 Return Serial Correlation and AT

We �nd that algorithmic traders reduce the number of arbitrage opportunities. However, this is just one

example of how computers improve the price discovery process. It is possible that algorithmic traders reduce

the number of arbitrage opportunities, but if during times when there are no triangular arbitrage opportunities

algorithmic traders behave en masse like the positive-feedback traders of DeLong, Shleifer, Summers, and

Waldman (1990) or the chartists described in Froot, Scharfstein, and Stein (1992), or the short-term investors

in Vives (1995), then they might cause deviations of prices from fundamental values and thus induce excess

volatility. We thus investigate the e¤ect algorithmic traders have on a more general measure of prices not

being informationally e¢ ciency: the magnitude of serial autocorrelation in currency returns.22 In particular,

20This is roughly the standard deviation of the residuals in the VAR for the relative computer taking equations. The standard
deviations in the raw data are a few percentage points higher.
21This is again the standard deviation of the residuals in the VAR for triangular arbitrage equation. The standard deviations

in the raw triangular arbitrage data is about double this.
22Samuelson (1965), Fama (1965) and Fama (1970), among others, show that if prices re�ect all public information, then they

must follow a martingale process. As a consequence, an informationally e¢ cient price exhibits no serial autocorrelation either
positive (momentum) or negative (mean-reversion).
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we estimate the serial autocorrelation of 5-second returns over 5-minute intervals.23 Similar to the evolution

of arbitrage opportunities in the market, we show in Figure 5 that the introduction and growth of algorithmic

trading coincides with a reduction in the absolute value of serial autocorrelation in the least liquid currency

pair, EUR/JPY.

In this section, we adopt the same identi�cation approach as we previoulsy did for triangular aribti-

rage opportunities, using a 5-minute frequency VAR that allows for both Granger causality tests as well as

contemporaneous identi�cation through the heteroskedasticity in the data across the sample period.24

In the (structural) VAR analysis in this section, we follow a similar approach to the one used above for

triangular arbitrage opportunites. However, since serial correlation is measured separately for each currency

pair (unlike triangular arbitrate opportunities), we �t a separate VAR for each currency pair. Algorithmic

trading is measured in the same way as before: The fraction of total volume of trade that involves a computer

on at least one side of the trade, the relative taking activity of computers, the relative taking activity in the

same direction of computers, the relative making activity of computers, and the degree of correlation in

computer trading activity.

Let jSACjt j and AT
j
t be the �ve-minute measures of the absolute value of serial autocorrelation in 5-second

returns and AT activity, respectively, in currency pair j, j = 1; 2; 3; as before, AT jt is used to represent either

of the �ve measures of AT activity. De�ne Y jt =
�
jSACjt j; AT

j
t

�
, and the structural form of the system is

given by

AjY jt = �
j (L)Y jt + �

jXj
t�1:t�20 +	

jGt + �
j
t : (3)

Aj is the 2�2 matrix speci�ying the contemporaneous e¤ects, normalized such that all diagonal elements are

equal to 1. Xj
t�1:t�20 includes, for currency pair j, the sum of the volume of trade over the past 20minutes and

the volatility over the past 20minutes, calculated as the sum of absolute returns over these 20minutes. Gt rep-

resent a set of deterministic functions of time t, capturing individual trends and intra-daily patterns in the vari-

ables in Yt. In particular, Gt =
�
Ift21st month of sampleg; :::; Ift2last month of sampleg; Ift21st half-hour of dayg; :::; Ift2last half-hour of dayg

�
,

controls for secular trends and intra-daily patterns in the data by year-month dummy variables and half-hour

dummy variables, respectively.25 The structural shocks �jt are assumed to be independent of each other and

serially uncorrelated at all leads and lags. The number of lags included in the VAR is set to 20.

Table ?? shows the results from both the reduced form and structural identi�cation of equation (3). The

23Our choice of a 5-second frequency is driven by a trade-o¤ between sampling at a high enough frequency that we estimate
the e¤ect algorithmic traders have on prices, but low enough that we have enough transactions to avoid a zero serial auto-
correlation bias due to the number of zero-returns. Our results are qualitatively similar when we sample prices at 1-second for
the most liquid currency pairs, euro-dollar and dollar-yen, but for the euro-yen the 1-second sampling frequency biases the serial
auto-correlation towards zero due to a lack of trading activity at the beginning of the sample.
24We estimate the serial correlation of 5-second returns each 5-minute interval.
25Replacing the year-month dummy variables with a linear and quadratic trend in t, yielded very similar estimation results.
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results are laid out in the same manner as in Table ??, with the only di¤erence that each currency pair now

corresponds to a separate VAR regression. In particular, the �rst three rows in each panel show the results

from a long-run Granger causality test, based on the reduced form of the VAR in equation (3). That is, we

test whether the sum of the coe¢ cients on the lags of the causing variable is equal to zero. The last two rows

in each panel show the results from the contemporanosus identi�cation of the structural form. Identication

is again provided by the heteroskedasticty approach of Rigobon (2003) and Rigobon and Sack (2003,2004).

The details and validity of this approach for this particular case are provided in the Appendix. The left hand

panels show the results for tests of whether algorithmic trading has a causal impact on market depth and

the right hand panels show tests of whether market depth has a causal impact on AT activity.

The left panel of Table ?? indicates that an increase in the share of AT participation and relative computer

making tends to Granger cause greater price e¢ ciency or lower absolute value of serial autocorrelation in

high-frequency exchange rate returns. The impact of relative computer taking appear mixed and in particular

a high degree of correlation in computer trading strategies decreases price e¢ ciency in the EUR/USD and

USD/JPY currency pairs, although the e¤ect is not statistically signi�cant.

In the right panel, we observe that higher return autocorrelation does not have a strong e¤ect on computer

trading activity, in the sense that the contemporaneous coe¢ cients do not show a very strong pattern of

statistical signi�cance.

6 Conclusion

Using highly-detailed high-frequency trading data for three major exchange rates from 2003 to 2007, we

analyze the impact of the growth of algorithmic trading on the spot interdealer foreign exchange market.

Algorithmic trading confers a natural speed advantage over human trading, but it also limits the scope of

possible trading strategies since any algorithmic strategy must be completely rule-based and pre-programmed.

Our results highlight both of these features of algorithmic trading. We show that the rise of algorithmic

trading in the foreign exchange market has coincided with a decrease in triangular arbitrage opportunities

and a decrease in autocorrelation of high-frequency returns, which is consistent with computers having an

enhanced ability to monitor and respond almost instantly to changes in the market. However, our analysis

also suggests that the constraint of designing fully systematic (i.e., algorithmic) trading systems leads to

less diverse strategies than otherwise, as algorithmic trades (and in the extension, strategies) are found to

be more correlated than human ones and this in turn causes higher excess volatility in the EUR/USD and

JPY/USD currency pairs, although the e¤ect is not statistically signi�cant.
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Appendix

A1 De�nition of Order Flow and Volume

The transactions data are broken down into categories specifying the �maker� and �taker� of the trades

(human or computer), and the direction of the trades (buy or sell the base currency), for a total of eight

di¤erent combinations. That is, the �rst transaction category may specify, say, the minute-by-minute volume

of trade that results from a computer taker buying the base currency by �hitting�a quote posted by a human

maker. We would record this activity as the human-computer buy volume, with the aggressor (taker) of the

trade buying the base currency. The human-computer sell volume is de�ned analogously, as are the other six

buy and sell volumes that arise from the remaining combinations of computers and humans acting as makers

and takers.

From these eight types of buy and sell volumes, we can construct, for each minute, trading volume and

order �ow measures for each of the four possible pairs of human and computer makers and takers: human-

maker/human-taker (HH), computer-maker/human-taker (CH), human-maker/computer-taker (HC), and

computer-maker/computer-taker (CC). The sum of the buy and sell volumes for each pair gives the volume

of trade attributable to that particular combination of maker and taker (denoted as V ol(HH) or V ol(HC),

for example). The di¤erence between the buy and sell volume for each pair gives the order �ow attributable

to that maker-taker combination (denoted as OF (HH) or OF (HC), for example). The sum of the four

volumes, V ol(HH + CH +HC + CC), gives the total volume of trade in the market. The sum of the four

order �ows, OF (HH) +OF (CH) +OF (HC) +OF (CC), gives the total (market-wide) order �ow.26

Throughout the paper, we use the expression �volume� and �order �ow� to refer both to the market-

wide volume and order �ow and to the volume and order �ows from other possible decompositions, with the

distinction clearly indicated. Importantly, the data allow us to consider volume and order �ow broken down

by the type of trader who initiated the trade, human-taker (HH +CH) and computer-taker (HC +CC); by

the type of trader who provided liquidity, human-maker (HH +HC) and computer-maker (CH +CC); and

by whether there was any computer participation (HC + CH + CC).

26There is a very high correlation in this market between trading volume per unit of time and the number of transactions
per unit of time, and the ratio between the two does not vary much over our sample. Order �ow measures based on amounts
transacted and those based on number of trades are therefore very similar.
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A A2 Heteroskedasticity identi�cation

A.1 Methodology

This section describes in detail the identi�cation and estimation of the simultaneous e¤ect of algorithmic

trading on triangular arbitrage opportunities, as captured by equation (1). Restate the structural equation,

AYt = �(L)Yt + �Xt�1:t�20 +	Gt + �t;

and the reduced form,

Yt = A
�1� (L)Yt +A

�1�Xt�1:t�15 +A
�1	Gt +A

�1�t:

Let 
s be the variance-covariance matrix of the reduced form errors in variance regime s, s = 1; 2, which

can be directly estimated by 
̂s = 1
Ts

P
t2s utu

0
t, where ut are the reduced form residuals. Let 
�;s be the

diagonal variance-covariance matrix of the structural errors and the following moment conditions hold,

A
sA
0 = 
�;s: (4)

The parameters in A and 
�;s can then be estimated with GMM, using estimates of 
s from the reduced

form equation. Identi�cation is achieved as long as the covariance matrices constitute a system of equatioms

that is linearly indepedent. In the case of two regimes, the system is exactly identi�ed. Standard errors are

calculated via bootstrapping, resampling daily blocks of data to control for any remaining intra-daily pattern,

and using 200 repetitions.

A.2 Covariance matrix estimates in the triangular arbitrage case

The heteroskedasticity identi�cation approach requires there to exist two linearly indepedent variance regimes.

Table C1 shows the estimates of the covariance matrix for the reduced form VAR residuals for Yt =�
Arbt; AT

1
t ; AT

2
t ; AT

3
t

�
, across the �rst and second half of the sample. As is clear, there is a strong increase

in the variance of algorithmic trading, for all three measures used. In contrast, the variance in triangular

arbitrage opportunites is almost constant across the two subsamples. It is thus immediately clear that the

change in covariance matrix between the two sub samples is not proportional.
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A.3 Covariance matrix estimates in the liquidity case

Table ?? shows the estimates of the covariance matrices, for each currency pair separately, for the VAR

residuals with AT and liqudity. Again, it is clear that there is not a proportional change in the covariance

matrix between the �rst and second half of the sample.

A3 How Correlated Are Algorithmic Trades and Strategies?

In the benchmark model, there are Hm potential human-makers (the number of humans that are standing

ready to provide liquidity), Ht potential human-takers, Cm potential computer-makers, and Ct potential

computer-takers. For a given period of time, the probability of a computer providing liquidity to a trader

is equal to Prob(computer � make) = Cm
Cm+Hm

, which we label for simplicity as �m, and the probability

of a computer taking liquidity from the market is Prob(computer � take) = Ct
Ct+Ht

= �t. The remaining

makers and takers are humans, in proportions (1 � �m) and (1 � �t), respectively. Assuming that these

events are independent, the probabilities of the four possible trades, human-maker/human-taker, computer-

maker/human-taker, human-maker/computer-taker and computer-maker/computer taker, are:

Prob(HH) = (1� �m)(1� �t)

Prob(HC) = (1� �m)�t

Prob(CH) = �m(1� �t)

Prob(CC) = �m�t:

These probabilities yield the following identity,

Prob(HH)� Prob(CC) � Prob(HC)� Prob(CH);

which can be re-written as,
Prob(HH)

Prob(CH)
� Prob(HC)

Prob(CC)
:

We label the �rst ratio, RH � Prob(HH)
Prob(CH) , the �human-taker�ratio and the second ratio, RC �

Prob(HC)
Prob(CC) ,

the �computer-taker�ratio. In a world with more human traders (both makers and takers) than computer

traders, each of these ratios will be greater than one, because Prob(HH) > Prob(CH) and Prob(HC) >

Prob(CC); i.e., computers take liquidity more from humans than from other computers, and humans take

liquidity more from humans than from computers. However, under the baseline assumptions of our random-
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matching model, the identity shown above states that the ratio of ratios, R � RC
RH , will be equal to one.

In other words, humans will take liquidity from other humans in a similar proportion that computers take

liquidity from humans.

Turning to the data, under the assumption that potential human-takers are randomly matched with

potential human-makers, i.e., that the probability of a human-maker/human-taker trade is equal to the one

predicted by our model, Prob(HH) = Hm�Ht

(Hm+Cm)�(Ht+Ct)
, we can now derive implications from observations of

R, our ratio of ratios. In particular, �nding R > 1 must imply that algorithmic strategies are more correlated

than what our random matching model implies. In other words, for R > 1 we must observe that either

computers trade with each other less than expected (Prob(CC) < Cm�Ct
(Hm+Cm)�(Ht+Ct)

) or that computers trade

with humans more than expected (either Prob(CH) > Cm�Ht

(Hm+Cm)�(Ht+Ct)
or Prob(HC) > Hm�Ct

(Hm+Cm)�(Ht+Ct)
).

To explicitly take into account the sign of trades, we amend the benchmark model as follows: we assume

that the probability of the taker buying an asset is �B and the probability of the taker selling is 1��B . We

can then write the probability of the following eight events (assuming each event is independent):

Prob(HHB) = (1� �m)(1� �t)�B

Prob(HCB) = (1� �m)�t�B

Prob(CHB) = �m(1� �t)�B

Prob(CCB) = �m�t�B

Prob(HHS) = (1� �m)(1� �t)(1� �B)

Prob(HCS) = (1� �m)�t(1� �B)

Prob(CHS) = �m(1� �t)(1� �B)

Prob(CCS) = �m�t(1� �B)

These probabilities yield the following identities,

Prob(HHB)� Prob(CCB) � Prob(HCB)� Prob(CHB)

(1� �m)(1� �t)�m�t�B�B � (1� �m)�t�B�m(1� �t)�B

and

Prob(HHS)� Prob(CCS) � Prob(HCS)� Prob(CHS)

(1� �m)(1� �t)(1� �B)�m�t�B(1� �B) � (1� �m)�t�B(1� �B)�m(1� �t)�B(1� �B)
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which can be re-written as,

Prob(HHB)

Prob(CHB)
� Prob(HCB)

Prob(CCB)

(1� �m)(1� �t)�B
�m(1� �t)�B

� (1� �m)�t�B
�m�t�B

and

Prob(HHS)

Prob(CHS)
� Prob(HCS)

Prob(CCS)

(1� �m)(1� �t)(1� �B)
�m(1� �t)(1� �B)

� (1� �m)�t(1� �B)
�m�t(1� �B)

We label the ratios, RHB � Prob(HHB)
Prob(CHB)

, the �human-taker-buyer�ratio, RCB � Prob(HCB)
Prob(CCB)

, the �computer-

taker-buyer�ratio, RHS � Prob(HHS)
Prob(CHS)

, the �human-taker-seller�ratio, andRCS � Prob(HCS)
Prob(CCS)

, the �computer-

taker-seller�ratio.

In a world with more human traders (both makers and takers) than computer traders, each of these ratios

will be greater than one, because Prob(HHB) > Prob(CHB), Prob(HHS) > Prob(CHS), Prob(HCB) >

Prob(CCB), and Prob(HCS) > Prob(CCS). That is, computers take liquidity more from humans than from

other computers, and humans take liquidity more from humans than from computers. However, under the

baseline assumptions of our random-matching model, the identity shown above states that the ratio of ratios,

RB � RCB

RHB , will be equal to one, and RS � RCS

RHS , will also be equal to one.

Under the assumption that potential human-taker-buyers are randomly matched with potential human-

maker-sellers and human-taker-sellers are randomly matched with potential human-maker-buyers, i.e., that

the probability of a human-maker-seller/human-taker-buyer trade is equal to the one predicted by our model,

Prob(HHB) = (1 � �m)(1 � �t)�B , and the probability of a human-maker-buyer/human-taker-seller trade

is equal to the one predicted by our model, Prob(HHS) = (1 � �m)(1 � �t)(1 � �B), we can now derive

implications from observations of RBand RS our ratio of ratios. In particular, �nding RB > 1 must imply

that algorithmic strategies of buyers are more correlated than what our random matching model implies. In

other words, for RB > 1 we must observe that either computers trade with each other less than expected

when they are buying (Prob(CCB) < �m�t�B) or that computers trade with humans more than expected

when they are buying (either Prob(CHB) > �m(1��t)�B or Prob(HCB) > (1��m)�t�B). Symmetrically,

for RS > 1 we must observe that either computers trade with each other less than expected when they are

selling (Prob(CCS) < �m�t(1� �B)) or that computers trade with humans more than expected when they

are selling (either Prob(CHS) > �m(1� �t)(1� �B) or Prob(HCS) > (1� �m)�t(1� �B)).
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Figure 1: 50-day moving averages of participation rates of algorithmic traders 
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Figure 2: 50-day moving averages of participation rates broken down into four 
maker-taker pairs 

 



 
 

 

 
Figure 3: Dollar-Yen Market on August 16, 2007 
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Figure 4: Percent of seconds with a triangular arbitrage opportunity with a profit greater than 1 basis point 
within the busiest trading hours, 3:00 to 11:00 am ET, of the day 
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Figure 5: 50-day moving averages of absolute value of 5-second return serial autocorrelation estimated each 

day using observations from 3:00 am ET to 11:00 am ET. 
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